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Preface to the Second Edition

The concept of the book has not been changed in the second edition, as it also ad-
dresses mainly scientists who are new in the field of semiconductor electrochem-
istry. InChapters 1–6, various corrections and small additionsweremade.Moder-
ate changes occur in Chapters 7 and 8 because of the replacements of some former
by more modern results. Substantial additions were made in Chapters 9 and 11.
In Chapter 9, fascinated basic research performed with semiconducting particles
concerning ionization and carrier multiplication is reported. The application of
these phenomena is of interest for producing new types of solar cells (“third gen-
eration”) as discussed in Section 11.1.1.3. In addition, the performances of dye-
sensitized solar cells and their limitations are described in Chapter 11. The solar
H2Osplitting at semiconductor–liquid junctions is also an important topic to pro-
duce a storable fuel. New approaches and strategies are extentively discussed in
a further subsection. A new insight into the electrochemical reduction of CO2 is
also presented.
Also, this time several people helped me preparing the second edition of this

book. I had many scientific discussions (via email) mainly with Dr. M.C. Beard
(National Renewable Energy Laboratory, Golden, CO, USA), Prof. L.M. Peter
(Department of Chemistry, University of Bath, Bath, UK), Prof. B.A. Parkinson
(Department of Chemistry, University of Wyoming, Laramie, WY, USA), Prof.
W. Jaegermann (Institute of Material Science, Darmstadt University of Tech-
nology, Darmstadt, Germany), and Prof. P.V. Kamat (Department of Chemistry,
University of Notre Dame, IN, USA). I would also like to acknowledge the help
of Dr. R. Goslich (Institute of Solar Energy Research, Emmerthal, Germany) in
solving computer and software problems. Finally, I wish to thank my wife for her
patience and support during the time I used for preparing the second edition.

October 2014 Rüdiger Memming
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Preface

Several books on classical electrochemistry had already appeared about 30 to 40
years before the present book was written, for example, Electrochemical Kinetics
by K. Vetter, in 1958, andModern Electrochemistry by O. Bockris and A. Reddy in
1970. In the latter book a wide-ranging description of the fundamentals and ap-
plications of electrochemistry is given, whereas in the former the theoretical and
experimental aspects of the kinetics of reactions atmetal electrodes are discussed.
Many electrochemical methods were described by P. Delahay in his bookNew In-
strumental Methods in Electrochemistry, published in 1954. From the mid-1950s
to the early 1970s there was then a dramatic development of electrochemical
methodology. This was promoted by new, sophisticated electronic instruments
of great flexibility. About 20 years ago, in 1980, Bard and Faulkner published the
textbook Electrochemical Methods, which is an up-to-date description of the fun-
damentals and applications of electrochemical methods.1)

The modern work on semiconductor electrodes dates back to mid-1950s when
the first well-defined germanium and silicon single crystals became available.
Since then many semiconducting electrode materials and reactions have been
investigated and most processes are now well understood. Since charge transfer
processes at semiconductor electrodes occur only at discrete energy levels, that
is, via the conduction or valence band or via surface states, and since they can be
enhanced by light excitation, detailed information on the energy parameters of
electrochemical reactions has been obtained. Corresponding investigations had
greatly contributed to the understanding of electrochemical processes at solid
electrodes in general. In this area, a major role was played by the modern theo-
ries on electron transfer reactions, developed by Marcus, Gerischer, Levich and
Dogonadze. During the last quarter of the twentieth century, models and exper-
imental results have been described and summarized in various review articles
and books. In this context,Electrochemistry at Semiconductor andOxidizedMetal
Electrodes, by S.R. Morrison (1980), and Semiconductor Photoelectrochemistry by
Y.V. Pleskov and Y. Gurevich (1986), should be mentioned.
Semiconductor electrochemistry has various important applications, such as

solar energy conversion by photoelectrochemical cells, photo-detoxification of

1) The second edition is in preparation.
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organic waste, etching processes in semiconductor technologyand device fabrica-
tion, photoplating and photography. In particular, the first-mentioned application
provided a great impetus to research in the field of semiconductor electrochem-
istry.
Therefore, there is a need for a textbook for teaching the fundamentals and ap-

plications of semiconductor electrochemistry in a systematic fashion. This field
has interdisciplinary aspects insofar as semiconductor physics and also, in part,
photochemistry are involved, as well as electrochemistry. Thus, one can expect
that students and scientists with backgrounds in semiconductor physics on the
one hand and in metal electrochemistry on the other will become interested in
this area. A physicist will have no problemwith the concept of bandmodel and lit-
tle difficulty with the energy concept of electron transfer, but the ion interactions
in the solution and at the interface may present obstacles. On the other hand, an
electrochemist entering the field of semiconductor electro- chemistry may have
some problems with energy bands and the Fermi level concept and in thinking of
electrode reactions in terms of energy levels. In the present book, these difficulties
are taken into account by including appropriate chapters dealing with some of the
fundamentals of semiconductor physics and classical electrochemistry. Accord-
ingly, it is the intention of this textbook to combine solid state physics and surface
physics (or chemistry) with the electrochemistry and photoelectrochemistry of
semiconductors. It is not the aim of the book to cover all results in this field. The
references are limited, and are selected primarily from an instructional point of
view.
I have been helped by several people in preparing this work. The basic parts

of some chapters were prepared during several extended visits to the National
Renewable Energy Laboratory (NREL) in Golden, Colorado, USA. I am mainly
indebted to Dr. A.J. Nozik and Dr. B.B. Smith (NREL), for many stimulating dis-
cussions, essential advice, and support. I would like to thank Prof. B. Kastening,
Institute of Physical Chemistry, University of Hamburg and Dr. D. Meissner of
the Forschungszentrum Jülich, for discussions and for reading some chapters. I
would also like to acknowledge the help of Dr. R. Goslich of the Institute for Solar
Energy Research (ISFH), Hannover, in solving computer and software problems.
Finally, I wish to thankmy wife for her support and for affordingme somuch time
for this work.

October 2000 Rüdiger Memming



1

Chapter 1
Principles of Semiconductor Physics

The understanding of electrochemical processes at semiconductor electrodes nat-
urally depends on the knowledge of semiconductor physics. This chapter presents
a brief introduction to this field; only those subjects relevant to semiconductor
electrochemistry are included here. For detailed information, the reader is re-
ferred to the standard textbooks on semiconductor physics byKittel [1], Smith [2],
Moss [3], and Pankove [4].

1.1
Crystal Structure

A crystalline solid can be described by three vectors a, b, and c, so that the crystal
structure remains invariant under translation through any vector that is the sum
of integral multiples of these vectors. Accordingly, the direct lattice sites can be
defined by the set

R = ma + nb + pc (1.1)

wherem, n, and p are integers [1].
Various unit cells of crystal structures are shown in Figure 1.1. Most of the im-

portant semiconductors have diamond or zincblende lattice structures which be-
long to the tetrahedral phases, that is, each atom is surrounded by four equidis-
tant nearest neighbors. The diamond and zincblende lattices can be considered as
two interpenetrating face-centered cubic (f.c.c.) lattices. In the case of a diamond
lattice structure, such as silicon, all the atoms are silicon. In a zincblende lattice
structure, such as gallium arsenide (the so-called III–V compound), one sublattice
is gallium and the other is arsenic. Most other III–V compounds also crystallize in
the zincblende structure [5]. Various II–VI compounds, such as CdS, crystallize
in the wurtzite structure, and others in the rock salt structure (not shown). The
wurtzite lattice can be considered as two interpenetrating hexagonal close-packed
lattices. In the case of CdS, for example, the sublattices are composed of cadmium
and sulfur. The wurtzite structure has a tetrahedral arrangement of four equidis-
tant nearest neighbors, similar to a zincblende structure. The lattice constants and
structures of the most important semiconductors are given in Appendix A.3.

Semiconductor Electrochemistry, Zweite Auflage. Rüdiger Memming.
©2015WILEY-VCHVerlagGmbH&Co.KGaA.Published2015byWILEY-VCHVerlagGmbH&Co.KGaA.



2 1 Principles of Semiconductor Physics

Figure 1.1 Important unit cells (taken from [7]).

It is also common to define a set of reciprocal lattice vectors a∗, b∗, c∗, such as

a∗ = 2π b ⋅ c
a ⋅ b ⋅ c ; b∗ = 2π c ⋅ a

a ⋅ b ⋅ c ; c∗ = 2π a ⋅ b
a ⋅ b ⋅ c (1.2)

so that a ⋅ a∗ = 2π; a ⋅ b∗ = 0 and so on. The general reciprocal lattice vector is
given by

G = ha∗ + kb∗ + lc∗ (1.3)

where h, k, l are integers.
According to the definitions given by Eqs. (1.1)–(1.3), the product G ⋅R = 2π×

integer. Therefore, each vector of the reciprocal lattice is normal to a set of planes
in the direct lattice, and the volume V ∗

c of a unit cell of the reciprocal lattice is
related to the volume of the direct lattice Vc by

Vc =
(2π)3

Vc
(1.4)

where Vc = a ⋅ b ⋅ c.
It is convenient to characterize the various planes in a crystal by using theMiller

indices h, k, l. They are determined by first finding the intercepts of the plane with
the basis axis in terms of the lattice constants, and then taking the reciprocals of
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Figure 1.2 Miller indices of some important planes in a cubic crystal.

these numbers and reducing them to the smallest three integers having the same
ratio. The three integers are written in parentheses (hkl) as Miller indices for a
single plane or a set of parallel planes.One example is given in Figure 1.2where the
Miller indices of some planes in a cubic crystal are shown. Planes that intercepted,
for example, the x-axis on the negative side would be characterized by (h̄kl). For
directions perpendicular to the corresponding planes, one uses theMiller indices
in brackets, that is, [hkl].
Some physical properties of semiconductor electrodes depend on the orienta-

tion of the crystal, and surface properties vary from one crystal plane to the other.
It is, therefore, very important in studies of surface and interface effects that the
proper surface is selected. A semiconductor crystal can be cut by sawing or by
cleavage.
Cleavage, in particular, is a common technique for preparing clean surfaces in

an ultrahigh vacuum. Unfortunately, however, only a few surface planes can be
exposed by cleavage. The easiest planes in silicon and germanium are (111) and
their equivalents. In contrast, gallium arsenide cleaves on (110) planes. Accord-
ingly, the most interesting planes, which consist of a Ga surface (111) or an As
surface (1̄1̄1̄), cannot be produced by cleavage.

1.2
Energy Levels in Solids

Before the energy bands of semiconductors can be described, the following basic
quantities must be introduced.
A free electron in space can be described by classical relations as well as by

quantum mechanical methods. Combining both methods, the wavelength λ of
the electron wave is related to the momentum p by

λ = h
p
= h

mν
(1.5)

in which h is the Planck constant, m is the electron mass, and v is the electron
velocity. The electron wave can also be described by the wave vector defined by
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the relation

k = 2π
λ

(1.6)

Combining Eqs. (1.5) and (1.6), one obtains

k = 2π
h

p (1.7)

The kinetic energy of a free electron is then given by

E = 1
2
mν2 = h2

8π2m
k2 (1.8)

The parabolic relation between the energy and the wave vector k is illustrated in
Figure 1.3.
In a metal, the electrons are not completely free. A quantum mechanical treat-

ment of the problem leads to the consequence that not all energy values are al-
lowed. The corresponding wave vectors are now given by

k = πn
L

(1.9)

in which L is the length of a metal cube and n is any nonzero integer. Inserting
Eq. (1.9) into Eq. (1.8), one obtains

E = h2
8mL2 n

2 (1.10)

The relation between the energy and the wave vector is still parabolic, but the en-
ergy of the electron can only attain certain values. Since, however, the range of the
allowed k values is proportional to the reciprocal value of L, the range of the en-
ergy values is very small for a reasonable size ofmetal, so that the E–k dependence
is still a quasi-continuum.
The band structure of crystalline solids is usually obtained by solving the

Schrödinger equation of an approximate one-electron problem. In the case of

Figure 1.3 Parabolic dependence of the energy of a free electron vs wave vector.
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nonmetallic materials, such as semiconductors and insulators, there are essen-
tially no free electrons. This problem is taken care of by the Bloch theorem. This
important theorem assumes a potential energy profile V (r) being periodic with
the periodicity of the lattice. In this case the Schrödinger equation is given by[

− h2
2π2∇

2 + V (r)
]
Ψkk(r) = EkΨk(r) (1.11)

The solution to this equation is of the form

ψk (r) = ejkrUn(kr) (1.12)

where Un(k , r) is periodic in r with the periodicity of the direct lattice, and n is
the band index. Restricting the problem to the one-dimensional case, the lattice
constant is a, b, or c (see Eq. (1.1)). If N is an integral number of unit lattice cells,
then k = π∕a is the maximum value of k for n = N . This maximum occurs at
the edge of the so-called Brillouin zone. A Brillouin zone is the volume of k space
containing all the values of k up to π∕a. Larger values of k lead only to a repetition
of the first Brillouin zone.
Accordingly, it is only useful to determine the band structure within the

first Brillouin zone. The solution of the Schrödinger equation (see Eqs. (1.11)
and (1.12)) leads to two energy bands separated by an energy gap, as shown in
Figure 1.4. The energy profile of the conduction band (upper curve) still appears
parabolic (at least near the minimum), but it may deviate considerably from a
parabolic E–k relation. In order to continue to use the relation derived for free
electrons (Eq. (1.8)), the electron mass is adjusted to provide a good fit. We then
have, instead of Eq. (1.8),

E = h2
8π2m∗ k

2 (1.13)

Figure 1.4 Electron energy vs wave vector in a semiconductor.
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in whichm∗ is the effective mass. Differentiating this equation, the effective mass
is given by

m∗ = h2
4π2

1
d2E∕dk2

(1.14)

This means that the effective mass is determined by the second derivative of the
E–k curve, that is, by its curvature. From this, it follows that thewidth of an energy
band is larger for a small value of m∗ and smaller for a large m∗ value. The width
can be determined by optical investigation and the effective mass by cyclotron
resonance measurements.
According to Eq. (1.14), the negative curvature of the valence band wouldmean

a negative electron mass, which is physically not acceptable. It has therefore been
concluded that occupied orbitals in the valence band correspond to holes. A hole
acts in an applied electric ormagnetic field as though it were a particle with a pos-
itive charge. This concept has been experimentally proved by Hall measurements
(see Section 1.6). However, it only makes sense if nearly all energy states are filled
by electrons. It should be further mentioned that the effective mass of holes may
be different from that of electrons. A selection of values is listed in Appendix A.4.
The band structure of solids has been studied theoretically by various research

groups. In most cases, it is rather complex as shown for Si and GaAs in Fig-
ure 1.5. The band structure, E(k), is a function of the three-dimensional wave
vector within the Brillouin zone. The latter depends on the crystal structure and
corresponds to the unit cell of the reciprocal lattice. One example is the Brillouin
zone of a diamond type of crystal structure (C, Si, Ge), as shown in Figure 1.6.
The diamond lattice can also be considered as two penetrating f.c.c. lattices. In
the case of silicon, all cell atoms are Si. Themain crystal directions, Γ → L([111]),
Γ → X([100]) and Γ → K([110]), where Γ is the center, are indicated in the Bril-
louin zone by the dashed lines in Figure 1.6. Crystals of the zincblende structure,
such as GaAs, can be described in the same way. Here one sublattice consists of
Ga atoms and the other of As atoms. The band structure, E(k), is usually plotted
along particular directions within the Brillouin zone, for instance from the center
Γ along the [111] and [100] directions as shown in Figure 1.5.
In all semiconductors, there is a forbidden energy region or gap in which energy

states cannot exist. Energy bands are only permitted above and below this energy
gap. The upper bands are called the conduction bands, while the lower ones are
called the valence bands. The bandgaps of a variety of semiconductors are listed
in Appendix A.4.
According to Figure 1.5, the conduction as well as the valence band consists of

several bands. Some valence bands are degenerated around k = 0 (the Γ point).
Since the curvature differs from one band to another, each band is associated
with a different effective mass (see also Appendix A.4). Rather flat energy pro-
files correspond to heavy holes (high effective mass), and steep profiles to light
holes (small effective mass). In the case of GaAs, the maxima of all valence bands
and the minimum of the lowest conduction band occur at k = 0, that is, in the
center of the Brillouin zone (Γ point) (Figure 1.5). The corresponding bandgap
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Figure 1.5 Energy band structure of Si and GaAs. Compare with Figure 1.4 (after [11]).

Figure 1.6 Brillouin zone for face-centered cubic lattices
with high symmetry points labeled (after [6]).

(1.4 eV for GaAs) is indicated. In the band structure of many semiconductors,
however, the lowest minimum of the conduction band occurs at a different wave
vector (k ≠ 0) from themaximum of the valence band (k = 0). For instance, in the
case of silicon, the lowest minimum of the conduction band occurs at the edge of
the Brillouin zone (X point) (Figure 1.5). If both the conduction band minimum
and the valence band maximum occur at k= 0, the energy difference, Eg, is a so-
called direct bandgap. If the lowest conduction band minimum is found at k ≠ 0,
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Eg is termed an indirect bandgap. The consequences of these differences in band
structure will be discussed in Section 1.3. During the course of this book, only the
lowest edge of the conduction band (Ec) and the upper edge of the valence band
(Ev) are considered (as illustrated in Figure 1.9 in Section 1.3).

1.3
Optical Properties

The simplestmethod for probing the band structure of semiconductors is tomea-
sure the absorption spectrum. The absorption coefficient, α, is defined as

α = 1
d
ln

I0
I

(1.15)

in which d is the thickness of the sample, and I and I0 are the transmitted and the
incident light intensities, respectively. Since the refractive index of semiconduc-
tors is frequently quite high, accurate measurements require the determination of
the transmission coefficient, T , as well as the reflection coefficient, R. For normal
incidence, they are given by

T =
(1 − R2) exp(−4πd∕λ)
1 − R2 exp(−8πd∕λ)

(1.16)

R = (1 − n)2 + k2

(1 + n)2 + k2
(1.17)

where λ is the wavelength, n is the refractive index, and k is the absorption con-
stant. The latter is related to the absorption coefficient α by

α = 4πk
λ

(1.18)

By analyzing theT and λ or the R and λ data at normal incidence, or bymeasuring
R and T at different angles of incidence, both n and α can be obtained.
The fundamental absorption refers to a band-to-band excitation which can be

recognized by a steep rise in absorption when the photon energy of the incident
light goes through this range. Since, however, optical transitions must follow cer-
tain selection rules, the determination of the energy gap from absorption mea-
surements is not a straightforward procedure.
Since the momentum of photons, h∕λ, is small compared with the crystal mo-

mentum, h∕a (a is the lattice constant), the momentum of electrons should be
conserved during the absorption of photons. The absorption coefficient α(hν) for
a given photon energy is proportional to the probability, P, for transition from the
initial to the final state and to the density of electrons in the initial state aswell as to
the density of empty final states. On this basis, a relation between the absorption
coefficient α and the photon energy Eph can be derived [2, 4]. For a direct band–
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Figure 1.7 Optical transitions in semiconductors with an indirect bandgap.

band transition, for which the momentum remains constant (see Figure 1.7), it
has been obtained for a parabolic energy structure (near the absorption edge):

α ∼ (Eph − Eg)1∕2 (1.19)

in which Eg is the bandgap. Accordingly, a plot of (α Eph)2 vs Eph should yield
a straight line and Eg can be determined from the intercept. However, this pro-
cedure does not always yield a straight line. Therefore, some scientists define Eg
at that photon energy where α = 104 cm−1. High α values of up to 106 cm−1 have
been found for direct transitions. Electrons excited into higher energy levels of the
conduction band (transition 1a in Figure 1.9) are thermalized to the lower edge of
the conduction band within about 10−12 to 10−13 s.
As already mentioned in the previous section, the lowest minimum in the con-

duction band energy frequently occurs not at k= 0, but at other wave numbers
as shown for silicon in Figure 1.5. The law of conservation of momentum ex-
cludes here the possibility of the absorption of a photon of energy close to the
bandgap. Photon absorption becomes possible, however, if a phonon supplies the
missing momentum to the electron as illustrated in Figure 1.7. Since such an indi-
rect transition requires a “three-body” collision (photon, electron, phonon)which
occurs less frequently than a “two-body” collision, the absorption coefficient will
be considerably smaller for semiconductors with an indirect gap. This becomes
obvious when the absorption spectra of semiconductors are measured; a selec-
tion is given in Figure 1.8. For instance, GaAs and CuInSe2 provide examples of a
direct bandgap, that is, the absorption coefficient rises steeply near the bandgap
and reaches very high values. Si and GaP provide typical examples of an indirect
transition. In the case of Si, one can recognize in Figure 1.8 that α remains at a
very low level for a large range of photon energies (GaP not shown). For indirect
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Figure 1.8 Absorption spectra of various semiconductors.

transitions, the relation between α and Eph is given in [2, 7] as

α ∼ (Eph − Eg)2 (1.20)

The interpretation of the interband transition is based on a single-particle model,
although in the final state two particles, an electron and a hole, exist. In some
semiconductors, however, a quasi one-particle state, an exciton, is formed upon
excitation [4, 8]. Such an exciton represents a bound state, formed by an elec-
tron and a hole, as a result of their Coulomb attraction, that is, it is a neutral
quasi-particle, which can move through the crystal. Its energy state is close to the
conduction band (transition 3 in Figure 1.9), and it can be split into an indepen-
dent electron and a hole by thermal excitation. Therefore, a sharp absorption peak
just below the bandgap energy can usually only be observed at low temperatures,
whereas at room temperature only the typical band–band transition is visible in
the absorption spectrum. The situation is different in organic crystals [9] and also
for small semiconductor particles (see Chapter 9).
Various other electronic transitions are possible upon light excitation. Besides

the band–band transitions, an excitation of an electron from a donor state or an
impurity level into the conduction band is feasible (transition 2 in Figure 1.9).
However, since the impurity concentration is very small, the absorption cross-
section and therefore the corresponding absorption coefficient will be smaller by
many orders of magnitude than that for a band–band transition. At lower pho-
ton energies, that is, at Eph ≪ Eg, an absorption increase with decreasing Eph has
frequently been observed for heavily doped semiconductors. This absorption has



111.4 Density of States and Carrier Concentrations

Figure 1.9 Optical transitions in a semiconductor.

been related to an intraband transition (transition 4 in Figure 1.9), and is approx-
imately described by the Drude theory [4]. This free carrier absorption increases
with the carrier density. It is negligible for carrier densities below about 1018 cm−3.

1.4
Density of States and Carrier Concentrations

Semiconductor single crystals grown from extremely pure material exhibit a low
conductivity because of low carrier density. The latter can be increased by orders
of magnitude by doping the material. The principal effect of doping is illustrated

Figure 1.10 Doping of a semiconductor crystal (Ge):
(a) n-type doping; (b) p-type doping.
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Figure 1.11 Imperfections in a compound semiconductor (CdS).

in Figure 1.10, taking germanium as an example. Figure 1.10a shows intrinsic Ge
which contains a negligibly small amount of impurities. Each Ge atom shares its
four valence electrons with the four neighboring atoms forming covalent bonds.
By doping the material with arsenic, n-type germanium is formed (Figure 1.10a).
The arsenic atom with five valence electrons has replaced a Ge atom and an elec-
tron is donated to the lattice. This additional electron occupies one level in the
conduction band. Similarly, p-type germanium is made by doping with a trivalent
atom such as indium. This atom with three valence electrons substitutes for a Ge
atom, an additional electron is transferred to indium leaving a positive hole in the
Ge lattice (Figure 1.10b). In principle, compound semiconductors are doped in
the same way. In this case, however, doping can also occur by unstoichiometry,
as illustrated for n-type CdS in Figure 1.11. The bonding is partly ionic and ad-
ditional free electrons occur if a sulfur atom is missing; if a sulfur vacancy, Vs, is
formed the material becomes n-type.
The additional electrons and holes occupy energy states in the conduction and

valence bands, respectively. Before discussing the rules of occupation of energy
levels, the energy distribution of the available energy states must first be derived,
as follows.
In momentum space, the density of allowed points is uniform. Assuming that

the surfaces of constant energy are spherical, then the volume of k space between
spheres of energy E and E + ΔE is 4πk2 dk (see [4]). Since a single level occupies
a volume of 8π3∕V (V = crystal volume) in momentum space and there are two
states per level, the density of states is given by

N(E)dE = 8πk2
8π3 dk = k2

π2 dk (1.21)

It has been assumed here that the volume is unity (e.g., 1 cm3). Inserting Eq. (1.13),
one obtains

N(E)dE = 1
2π2h3

(2m∗)3∕2E1∕2 dE (1.22)

where E is measured with respect to the band edge. This equation is valid for the
conduction and valence bands. The energy states can be occupied by electrons in
the conduction band and by holes in the valence band. According to Eq. (1.22),
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Figure 1.12 Density of energy states near the band edges of a semiconductor vs energy.

Figure 1.13 Band structure and energy distribution of the density of states of silicon, as calcu-
lated for a large energy range. Dotted distribution is occupied by electrons (from [6]).

the density of states per energy interval increases with the square root of the en-
ergy from the bottom of the corresponding band edge as illustrated in Figure 1.12
(electron and hole energies have opposite signs). Since the reducedmassesmay be
different for electrons and holes, the slopes of the curves are also different. These
curves are based on the parabolic shape of the E–k relation as assumed near the
minimum. The density of states looks very different when it is measured over a
much larger energy range as shown in Figure 1.13.
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The total density of energy states up to a certain energy level is obtained by
integration of Eq. (1.22). The result is

N(E) = 1
3π2h3

(2m∗)3∕2E3∕2 (1.23)

1.4.1
Intrinsic Semiconductors

The number of electrons occupying levels in the conduction band is given by

n =
∞

∫
Ec

N(E) f (E) dE (1.24)

in which f (E) is the Fermi–Dirac distribution as given by

f (E) = 1
1 + exp((E − EF)∕(kT ))

(1.25)

where EF is the Fermi level. The integral in Eq. (1.24) cannot be solved analyti-
cally. Nevertheless, the integral must have a limited value because the density of
states increases with increasing energy whereas f (E) decreases. Equation (1.24)
can only be solved by assuming that (E−EF)∕(kT) ≫ 1. In this case, the following
has been obtained [2]:

n = Nc exp
(
−
Ec − EF

kT

)
(1.26)

in which Nc is the density of energy states within few kT above the conduction
band edge and is given by

Nc =
2(2πm∗

ekT)
3∕2

h3
(1.27)

According to Eq. (1.27), one obtains Nc ≈ 5 × 1019 cm−3 for the density of states
within 1 kT above the lower edge of the conduction band, assuming an effective
mass of m∗ = 1 × m0 (m0 = electron mass in free space). Since semiconduc-
tors with doping of less than 1 × 1019 cm−3 are used in most investigations and
applications, the majority of the energy levels remain empty.
Similarly, we can obtain the hole density near the top of the valence band. We

have, then

p =

Ev

∫
−∞

N(E)(1 − f (E))dE (1.28)

Using the same approximations as above, we obtain

p = Nv exp
(Ev − EF

kT

)
(1.29)
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where the density of states, Nv, around the top of the valence band is given by

Nv =
2(2πm∗

hkT)
3∕2

h3
(1.30)

in whichm∗
h is the effective hole mass.

In order to preserve charge neutrality in an intrinsic semiconductor, the elec-
tron and hole densities must be equal. The position of the Fermi level can then be
calculated from Eqs. (1.26) and (1.29). We then have

EF =
Ec + Ev

2
+ kT

2
ln

(Nv

Nc

)
=

Ec + Ev

2
+ kT

2
ln

(m∗
h

m∗
e

)3∕2

(1.31)

Accordingly, the Fermi level EF is close to the middle of the energy gap, or for
m∗

e = m∗
h it is exactly at the middle of the gap. The intrinsic carrier density can be

obtained by multiplying Eqs. (1.26) and (1.29), that is,

np = NcNv exp
(
−
Eg

kT

)
= n2

i (1.32)

The product of n and p is constant and the corresponding concentration is n =
p = ni , that is, is the intrinsic electron density. Equation (1.32) is called the “mass
law” of electrons and holes, in comparison with chemical equilibria in solutions.
The intrinsic concentration can be calculated from Eq. (1.32) if the densities of
states are known. Assuming that m∗

e∕m0 = 1, then ni ≈ 1011 cm−3 for a bandgap
of Eg = 1 eV, that is, ni is a very small quantity. In the case of intrinsic material, the
electron hole pairs are created entirely by thermal excitation. Since this excitation
becomes very small for large bandgaps, ni decreases with increasing bandgaps as
proved by Eq. (1.32). Equation (1.32) which is also valid for doped semiconduc-
tors, is of great importance because when one carrier density (e.g., n) is known
then the other (here p) can be calculated. Examples are given in Appendix A.5.

1.4.2
Doped Semiconductors

When a semiconductor is doped with donor or acceptor atoms (see Figure 1.10),
then corresponding energy levels are introduced within the forbidden zone, as
shown on the left side of Figure 1.14. The donor level is usually close to the con-
duction band and the acceptor level close to the valence band. A donor level is
defined as being neutral if filled by an electron, and positive if empty. An accep-
tor level is neutral if empty, and negative if filled by an electron. Depending on
the distance of the donor and acceptor levels with respect to the corresponding
bands, electrons are thermally excited into the conduction band and holes into
the valence band.
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Figure 1.14 Band diagram, density of states, and Fermi distribution.

In the presence of impurities, the Fermi level must adjust itself to preserve
charge neutrality. The latter is given for an n-type semiconductor by

n = N+
D + p (1.33)

in which N+
D is the density of ionized donors. The latter is related to the occupied

donor density ND by the Fermi function, that is,

N+
D = (1 − f )ND = ND

[
1 − 1

1 + exp((ED − EF)∕(kT ))

]
(1.34)

Introducing Eqs. (1.28), (1.30), and (1.34) into Eq. (1.33), the Fermi level, EF, can
be calculated. According to Eq. (1.34), it is clear that all donors are completely
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ionized if the Fermi level occurs below the donor level, as shown on the right side
of Figure 1.14. On the other hand, if the donor concentration is increased then the
electron density also rises. In this case, EF may be located between Ec and ED, but
then not all of the more highly concentrated donors are ionized. Similar relations
can be derived for acceptor states in a p-type semiconductor.
At extremely high impurity concentrations, the Fermi level may pass the band

edge. In this case, the semiconductor becomes degenerated, and most of the re-
lations derived above are no longer applicable. The semiconductor then shows a
metal-like behavior.

1.5
Carrier Transport Phenomena

When an electric field of strength  is applied across a crystal, electrons and holes
are forced to move in the material. The corresponding current density is given by

j = σ (1.35)

in which σ is the conductivity, the reciprocal value of the resistivity ρ. For semi-
conductors with both electrons and holes as carriers, the conductivity is deter-
mined by

σ = e(μnn + μp p) (1.36)

in which e is the elementary charge, and μn and μp are the mobilities of electrons
and holes, respectively. For doped semiconductors, the first or second termwithin
the brackets dominates. According to Eq. (1.36), the conductivity can be varied by
many orders of magnitude by increasing the doping.
Themobility is a material constant. Values for some typical semiconductors are

given in Appendix A.5. Electron and hole mobilities are typically in the range be-
tween 1 and 1000 cm2 V−1s−1 These values are many orders of magnitude higher
than the mobility of molecules and ions in solution (∼ 10−4–10−3 cm2 V−1 s−1).
The presence of acoustic phonons and ionized impurities leads to carrier scatter-
ing which can significantly affect the mobility. The mobility μi ( μn or μp), deter-
mined by interaction with acoustic phonons, as shown in [2, 7], is given by

μi ∼ (m∗)−5∕2T−3∕2 (1.37)

Accordingly, themobility decreaseswith temperature. Themobility influenced by
scattering of electrons (or holes) at ionized impurities can be described [2, 7] by

μi ∼ (m∗)−1∕2N−1
i T3∕2 (1.38)

in which N i is the density of impurity centers (ND or NA). In contrast with
phonon scattering, mobility increases with temperature for impurity scattering.
This makes it possible to distinguish experimentally between these two scattering
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Figure 1.15 Arrangement for measuring carrier concentrations by the Hall effect (from [7]).

processes. For the complete equations and their derivation, the reader is referred
to [2, 7].
The carrier diffusion coefficient, Dn for electrons and Dp for holes, is another

important parameter associated with mobility. It is given by

Dn = kT
e
μn ; Dp =

kT
e
μp (1.39)

It should be emphasized that a carrier transport can only be described byOhm’s
law (Eq. (1.35)) if sufficient empty energy levels exist in the corresponding energy
band and aminimum carrier density is present in thematerial. On the other hand,
in the case of an intrinsic high bandgap semiconductor, the carrier density may be
negligible so that only those carriers carry the current which are injected into the
crystal via one contact. In this case, we have a space charge limited current which
is proportional to 2 (Child’s law).
The most common method for measuring the conductivity is the four-point

probe technique [10]. Here a small current I is passed through the outer two
probes and the voltage V is measured between the inner two probes (s is the
distance between two probes). When such a measurement is performed with a
semiconductor disk of diameter 2r and a thickness w, the resistivity is given by

ρ = π
ln 2

V
I
w (1.40)

provided that 2r ≫ s. The advantage of this method is that the conductivity can
bemeasured without there being ohmic contacts between the semiconductor and
the outer probes.
In order to measure the carrier concentration directly, a method is applied

which uses the Hall effect. The simplest setup is shown in Figure 1.15. Here a
voltage is applied to a semiconducting sample in the x-direction and a magnetic
field is applied along the z-direction. The resulting Lorentz effect causes a force



191.6 Excitation and Recombination of Charge Carriers

Figure 1.16 Excitation and recombination of electrons.

on the charge carriers, in the y-axis; this leads to an accumulation of electrons at
the top side of an n-type sample and of holes at the bottom of a p-type sample.
This effect causes a voltage VH in the y-direction which is given by

VH = RHIxzw (1.41)

in which z is the magnetic field, w the thickness of the sample, and RH the Hall
coefficient.
The latter is defined by

RH = −r 1
en

(n-type) ; RH = r 1
e p

(p-type) (1.42)

where r is a constant depending on the scattering mechanism [2]. The corre-
sponding mobility values can be obtained by using Eq. (1.36).

1.6
Excitation and Recombination of Charge Carriers

If the equilibrium of a semiconductor is disturbed by excitation of an electron
from the valence to the conduction band, the system tends to return to its equi-
librium state. Various recombination processes are illustrated in Figure 1.16. For
example, the electron may directly recombine with a hole. The excess energy may
be transmitted by emission of a photon (radiative process) or the recombination
may occur in a radiationless fashion. The energy may also be transferred to an-
other free electron or hole (Auger process). Radiative processes associated with
direct electron–hole recombination occurmainly in semiconductors with a direct
bandgap, because the momentum is conserved (see also Section 1.2). In this case,
the corresponding emission occurs at a high quantum yield. The recombination
rate is given by

Rnp = C0np (1.43)

in whichC0 is a constant. During excitation the carrier density is increased by Δn
and Δp, where Δn = Δp. Taking an n-type material as an example (n0 ≫ p0),
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and using light intensities which are such that Δn ≪ n0 and Δp ≫ p0, then we
have

Rnp = C0n0Δp (1.44)

The lifetime is defined as τ = Δn∕Rnp , so that

τ = 1
C0n0

(1.45)

Accordingly, the recombination rate aswell as the lifetime of a band–band recom-
bination process depends strongly on the carrier density.
In the case of semiconductors with an indirect gap, recombination occurs pri-

marily via deep traps (Figure 1.16). Here, an electron is first captured by the trap;
in a second step the trapped electron recombines with the hole. It has been found
that the recombination probability is much higher for a two-step process than for
a single recombination process. This two-step process can be analyzed as follows.
The trapping rate for electrons from the conduction band into traps is propor-

tional to the electron density in the conduction band and to the number of empty
traps. We have then

RC = Cn(1 − ft)Ntn (1.46)

in which N t is the trap density, f t denotes the fraction of traps occupied by elec-
trons and Cn is given by

Cn = γnυth (1.47)

where γn is the electron capture cross-section and vth the carrier thermal velocity
equal to (3kT∕m∗)1∕2. The rate of excitation of electrons from the trap into the
conduction band is given by

Re = C′
n ftNt (1.48)

C′
n can be related to Cn by analyzing the equilibrium state which is determined

by Rc = Re. Applying this condition, we have

C′
n = Cn

n0
(
1 − f 0t

)
f 0t

= Cnn1 (1.49)

in which n0 and f 0t are the electron density and the fraction of occupied traps at
equilibrium, respectively, with f 0t being given by

f 0t = 1
1 + exp((Et − EF)∕(kT))

(1.50)

The carrier density for a Fermi level located just at the trap level (EF = Et) is given
by

n1 = Nc exp
(
Ec − Et

kT

)
(1.51)
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Combining Eqs. (1.28) and (1.51), one can show thatn1 is equal to the second term
in Eq. (1.49), that is,

n1 = n0
(
1 − f 0t

) (
f 0t
)−1 (1.52)

Using Eqs. (1.46)–(1.49), we can derive the overall flow of electrons into the traps
as given by

Rn = γnυthNt[(1 − f t)n − f tn1] (1.53)

By analogy, a similar expression can be derived for the net capture rate of holes,
Rp. We then have

Rp = γpυthNt[ f t p − (1 − f t)p1] (1.54)

In the case of stationary illumination, the electron and hole flow must be equal
(R = Rn = Rp). Applying this condition to Eqs. (1.53) and (1.54), f t can be deter-
mined. Inserting the resulting equation into Eq. (1.50), one obtains

R =
γnγpυth(np − n2

i )Nt

γn(n + n1) + γp(p + p1)
(1.55)

This is the so-called Shockley–Read equation describing recombination via traps.
It also plays an important role in the description of recombination processes via
surface states, as discussed in Chapter 2. In the above equation one may also re-
place n1 and p1 by the relations

n1 = ni exp
(
Et − Ei

kT

)
(1.56a)

p1 = ni exp
(
−
Et − Ei

kT

)
(1.56b)

which can be derived using Eqs. (1.28) and (1.30).
There are various techniques for measuring the lifetime of excited carriers,

which cannot be described here. Details are given by Sze [7].

1.7
Fermi Levels under Nonequilibrium Conditions

At equilibrium, the Fermi level, that is, the electrochemical potential is constant
throughout the semiconductor sample (Figure 1.17a). In addition, the density of
electrons and holes can be calculated simultaneously fromEqs. (1.28) and (1.30) if
the position of the Fermi level within the bandgap is known. If the thermal equi-
librium is disturbed, for instance by light excitation, then the electron and hole
densities are increased to above their equilibrium value and we have np > n2

i .
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Figure 1.17 Quasi–Fermi levels of electrons and holes (a), at equilibrium (b), and (c) under
illumination.

Accordingly, the electron and hole density are not determined by the same Fermi
level. It is useful to define quasi-Fermi levels, EF,n and EF,p, one for electrons and
another for holes, as given by

EF,n = Ec − ln
(Nc

n

)
(1.57a)

EF,p = Ev + ln
(Nv

p

)
(1.57b)

so that formally the original relations between carrier densities and Fermi level
remain the same.
Let us consider a light excitation of electrons and holes (Δn = Δp) within a

doped n-type semiconductor so that Δn ≪ n0 and Δp ≫ p0. Then the Fermi
level of electrons, EF,n, remains unchanged with respect to the equilibrium case,
whereas that of holes, EF,p, is shifted considerably downwards, as illustrated in
Figure 1.17 b. Inmany cases, however, the excitation of electron–hole pairs occurs
locally near the sample surface because the penetration of light is small. Then
the splitting of the quasi-Fermi levels is large near the surface. Since the carriers
diffuse out of the excitation range and recombine, the quasi-Fermi level of holes
varies with distance from the excitation area (Fig. 1.17 c).
The quasi-Fermi levels play an important role in processes at the semiconduc-

tor–liquid interface, because the relative position of the quasi-Fermi level with
respect to that in solution yields the thermodynamic force which drives an elec-
trochemical reaction (see Section 7.3.5(b)).



23

Chapter 2
Semiconductor Surfaces and Solid–Solid Junctions

2.1
Metal and Semiconductor Surfaces in a Vacuum

Clean metal and semiconductor surfaces can be produced, for instance, by cleav-
age of a crystal in vacuum. Assuming that there is no charge on the surface, the
essential energies for a metal and for n- and p-type semiconductors in a vacuum
are given in Figure 2.1. These energy diagrams look fairly similar for metals and
semiconductors. Differences occur primarily with respect to the Fermi level. The
energy position of the Fermi level is determined by the work function eφM . The
vacuum E∞

v ac is taken as a reference level for the electrochemical potential of elec-
trons where the electron energy is zero. In the case of a metal, eφ is identical to
the ionization energy I and to the electron affinity EA. Semiconductors differ from
metals insofar as the position of the Fermi level depends on the doping (compare
n- and p-type doping in Figure 2.1) and there are no energy states at the Fermi
level. In addition, the ionization energy now corresponds to the energy required
to excite an electron from the valence band to the vacuum, and the electron affin-
ity corresponds to the energy gained if an electron is transferred from the vacuum
into the conduction band. Thus, the work function and therefore the Fermi level
in semiconductors are not directly accessible. Only the ionization energy is di-
rectly measurable by photoelectric methods. From these data, the position of the
Fermi level can be calculated if the distance between EF and Ec or Ev is known.
With respect to E∞

v ac the position of the Fermi level is composed of two parts,
namely the chemical potential μe and an electrostatic term eχ, that is, we then
have (compare with Figure 2.1)

EF = μe − eχ = −eφ (2.1)

Provided that there is no additional surface charge, μe is a pure bulk term which
is independent of any electrostatic potential. The term eχ is the contribution of
surface dipoles [1, 2] (Figure 2.1). Such a dipole can be caused by an unsymmet-
rical distribution of charges at the surface because there is a certain probability
for the electrons to be located outside the surface. In the case of compound semi-
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Figure 2.1 Schematic presentation of different surface potentials at the solid–vacuum inter-
face (details in the text). (a) Metal; (b) n-type; (c) p-type semiconductor (after [1]).

conductors, dipoles based on the surface structure caused by a particular ionic
charge distribution occur. These effects depend on the crystal plane and on the
reconstruction of the surface atoms [3, 4]. These dipole effects also influence the
electron affinity and ionization energy. In the case of metals, the work function is
a directly measurable quantity, and for semiconductors it is calculable from ion-
ization measurements. However, the relative contributions of μ and eχ are not
accessible experimentally and data given in the literature are based on theoretical
calculations (see, e.g., [1]).
The situation becomes even more complex if surface states, that is, additional

energy levels within the bandgap, are present as illustrated in Figure 2.2. In gen-
eral, two types of surface state are distinguished, that is, intrinsic and extrinsic.
Intrinsic states are associated with the original semiconductor surface, whereas
extrinsic surface states result from the interaction with an external ambient, such
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Figure 2.2 Energy diagram of the semiconductor–vacuum interface
in the presence of surface states.

as a strongly adsorbed species (see also Section 2.2). Even in ultrahigh vacuums,
surface states are formed on clean surfaces as a result of the termination of the pe-
riodic crystal at the surface. Intrinsic surface states are categorized into two types:
ionic states (Tamm states) and covalent surface states (Shockley states) [5]. The
first type results from a heteronuclear splitting of bonding interaction. Since these
energy states occur close to the band edges, they will not cause any band bend-
ing. Tamm states are mainly found with semiconductors, the bonding of which
has a large ionic contribution. Examples include oxide semiconductors and wide
bandgap chalcogenides such as CdS and ZnS.
Shockley states correspond to unsaturated radical states which occur mainly at

the surface of covalently bonded semiconductors. In the literature, they are also
described as dangling bonds. Typical examples are found with silicon and ger-
manium surfaces. According to the analysis of the surface structure, the surface
atoms rearrange, resulting in newbonds between surface atoms. In this case only a
fewdangling bonds are left, that is, surface state densities in the order of 1012 cm−2

have been reported (see, e.g., [6]). These surface states aremainly located near the
middle of the bandgap. In order to achieve electronic equilibrium between the
surface and the bulk, a positive space charge is formed below the surface of an n-
type semiconductor because some electrons are transferred to the surface states.
A positive space charge means that fewer electrons are in this range. Accordingly,
the energy distance between the Fermi level and the conduction band is increased
at the surface, leading to a corresponding band bending as shown in Figure 2.2. A
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corresponding energy scheme can be drawn for a p-type semiconductor. Intrinsic
surface states have been found for many semiconductors, and in most cases the
surface state energies have been determined experimentally (see, e.g., [7–11]).

2.2
Metal–Semiconductor Contacts (Schottky Junctions)

This section is of special interest because at first sight there are certain similarities
between semiconductor–metal junctions and semiconductor–liquid interfaces.
This will be discussed in more detail in Chapter 7.

2.2.1
Barrier Heights

When a contact is made between a semiconductor and ametal, the Fermi levels in
the twomaterials must coincide at thermal equilibrium.Herewewill consider two
limiting cases as shown in Figure 2.3. In the first, we have a somewhat ideal situ-
ation (Figure 2.3a). The semiconductor is assumed to be free from surface states
so that the energy bands are flat as far as the surface before contact. In addition,
any dipole layer on the metal and on the semiconductor surface is neglected. In
the example shown in Figure 2.3a, the Fermi level of the semiconductor occurs
at a higher energy than that of the metal. Accordingly, some electrons are trans-
ferred from the semiconductor to the metal after close contact is made between
them. This leads to a positive space charge layer after thermal equilibrium has
been achieved. Since the carrier density is small in a semiconductor, the positive
space charge is distributed over a certain range below the surface. The thickness
of this region depends on the doping, as described in more detail in Chapter 5. As
a consequence of the positive space charge, an upward band bending occurs at the
surface (Figure 2.3a). The potential difference is called the contact potentialV k. It
is given by the difference between the work functions of the contacting materials,
that is,

Vk = φm − φs (2.2)

This cannot be measured because there are other metal–metal and metal–
semiconductor contacts in the measuring circuit, including those of the volt-
meter, and the sum of all contact potentials is zero. As can easily be deduced from
Figure 2.3, the barrier height eφb at the metal–semiconductor contact is given by

eφb(n) = eφm − EA (2.3)

and the potential across the space charge layer is

eφsc = eφb − (Ec − EF) (2.4)

where EA is the electron affinity of the semiconductor. It is also clear from Fig-
ure 2.3 that the final position of the Fermi level at the surface and the potential
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Figure 2.3 Energy diagram of a metal–n-type semiconductor interface before and after con-
tact: (a) without surface states; (b) with surface states.

across the space charge layer φsc depend on the relative position of the two Fermi
levels before materials come into contact. This is illustrated in Figure 2.4. In the
case of a metal with a very small work function, electrons are transferred from
the metal to the semiconductor, leading to a negative space charge, that is, the
energy bands are bent downwards (Figure 2.4a). In an n-type semiconductor this
is called an accumulation region. On the other hand, if φm > φs, a positive space
charge (upward band bending) is formed. In this case, we have a depletion layer
(Figure 2.4b). In the case of a very large φm, one obtains a large band bending.
If the hole density dominates at the surface, the space charge region is called an
inversion layer (Figure 2.4c). The border between depletion and inversion will be
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Figure 2.4 Energy diagram of the metal–semiconductor interface for different metal work
functions 𝜙m.

specified in more detail in Chapter 5 in relation to semiconductor–liquid inter-
faces.
It should be mentioned that for p-type materials, usually, a negative space

charge is formed because the work function of the semiconductor is below that
of the metal. Again assuming an ideal contact, the energy barrier is given by

eφb(p) = Eg − (eφm − EA) (2.5)

For a given semiconductor the sum of the two barrier heights, eφb(n) and eφb(p),
is expected to be equal to the bandgap.
In the other extreme case, the formation of contact between ametal and a semi-

conductor with a high density of surface states is shown in Figure 2.3b. The Fermi
level occurs at the energy of the surface states beforemaking the contact, indicat-
ing that the surface levels are about half-filled. If the concentration of the surface
states is sufficiently large to take further charges without much change of the oc-
cupation level (EF remains constant at the surface), the space charge below the
semiconductor surface remains unchanged upon contact between semiconduc-
tor and metal. Accordingly, if some electrons are transferred from the surface to
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the metal, the barrier height remains unaffected. It is entirely determined by the
properties of the semiconductor surface and the contact potential occurs across
a very small range at the interface. Some authors describe this situation as “Fermi
level pinning” [12–15].
A large number of semiconductor metal junctions have been studied. There are

various experimental techniques for measuring barrier heights, such as photo-
electric and capacitymeasurements and current–voltage investigations. The first-
mentioned technique seems to be the most accurate. These methods are not de-
scribed here; some of them are discussed in Chapters 4 and 5 (see also [7, 12, 16]).
Many experimental values for barrier heights at semiconductor–metal junc-

tions have been obtained.Many researchershave alsomeasured the barrier height
as a function of thework function of themetal, and havemostly obtained a straight
line, as expected from Eq. (2.3). However, in many cases the slope, dφb∕dφm, of a
corresponding plot was much smaller than unity. In 1969, it was shown by Kurtin
et al. that the sensitivity of a barrier height to different metals increases with the
ionicity of the semiconductor [17]. In order to obtain a better characterization of
the experimental data, they defined an index of the interface behavior S which
they introduced into Eq. (2.3) as

eφb = S(φm − EA) + C (2.6)

in which C is a constant. S is obtained experimentally as the linear slope of an
eφb versus eφm or Xm plot (Xm = the electronegativity of the metal). From eφb
versus Xm plots of various metals on a given vacuum-cleaved semiconductor sur-
face, these authors developed awell-accepted curve of interface behavior. A corre-
sponding plot of S versus semiconductor ionicity, the electronegativity difference
ΔX , is given in Figure 2.5. This curve displays a marked increase in S between
more covalent and ionic semiconductors. In the case of ionic semiconductors, S
reaches values close to unity. The increase of Swith ΔX was widely interpreted as
evidence for intrinsic surface states [12, 18]. Investigations of microscopic details
by surface science techniques have shown, however, that the interface is much
more complex [1, 7, 12, 16, 19, 20]. For instance, the surface dipoles cannot be ex-
pected to remain unchangedwhen a contact betweenmetal and semiconductor is
made in a vacuum. Changes may result from the reconstruction of surfaces, from
changes in electron polarization and in surface relaxation. These effects make it
more or less impossible to predict the barrier height at a metal–semiconductor
interface. Such a concept is quite common in semiconductor electrochemistry
because the formation of a double layer at a solid–liquid interface controls the
position of the band edges (see Chapter 5).
The contact between metals and III–V semiconductors has been studied in de-

tail [21, 22]. These semiconductors are of special interest here becausemany elec-
trochemical experiments have been performedwith thesematerials. In the case of
metal–semiconductor junctions, the barrier heights were found to be nearly inde-
pendent of the type of metal, which was interpreted as strong Fermi level pinning.
Various models have been proposed for interpreting the pinning of the barrier
height at the surface of several III–V compounds. Besides the metal-induced gap
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Figure 2.5 Index of the interface behavior, S, as a function of the electronegativity differences
of semiconductors (after [17]).

state (MIGS), the unified defect model (UDM) has been used to interpret the pin-
ning of the Fermi level at the interface (see [23, 24]). The main argument in favor
of the unified defect model was the experimental result that the pinning of the
Fermi level is relatively independent of the type of foreign atom deposited on the
surface. Results consistent with this were not only obtained with GaAs but also
with InP. It has been suggested that the pinning is caused by defects located in
the semiconductor near the interface produced during the deposition of foreign
atoms [21, 22]. In the case of GaAs, two defects are even considered, namely an
acceptor level (As vacancy) at 0.7 eV and a donor level at 0.9 eV below the con-
duction band [21, 22], which would explain a constant barrier height of 0.8 eV for
n-GaAs.
The question arose, however, as to whether other treatments could lead to dif-

ferent values. Concerning this problem, very interesting data were reported by
Aspnes et al. [25]. These authors deposited thin metal layers onto n-GaAs and
p-InP and exposed the junctions alternatively to air or hydrogen. In both cases,
the distance between Fermi level and conduction band at the interface decreased
upon hydrogen exposure. They found a small change of 0.1–0.2 eV for GaAs [25]
and a very large change of 0.5 eV for InP [25]. This effect was reversible. It was
interpreted as a variation in the dipole component of the metal work function
upon changing the ambient gas. This result can only be understood in terms of
the UDM model if the density of defects is not too large. In a more recent inves-
tigation, in which metals such as Cu, Au, and Pt were deposited electrochemi-
cally on n-GaAs, barrier heights of 1.1–1.2 eV were found [27]. This result also
indicates that the Fermi level pinning is not primarily caused by intrinsic surface



312.2 Metal–Semiconductor Contacts (Schottky Junctions)

states but depends on the surface dipole layer. It has been discussed whether an
electrochemical deposition of noblemetals on a hydride layer on theGaAs surface
is responsible for these effects.

2.2.2
Majority Carrier Transfer Processes

The mechanism most often used to describe the electron transfer across a semi-
conductor–metal Schottky junction is the thermionic emission model. The the-
ory, derived by Bethe [28], is based on the assumptions that: (1) the barrier height
is larger than kT , (2) thermal equilibrium exists at the plane which determines
emission, and (3) the net current does not affect this equilibrium [16]. Accord-
ingly, the current flow depends only on the barrier height. Considering an n-type
semiconductor, the current density js→m from the semiconductor to the metal is
given by the concentration of electrons (majority carriers in n-type semiconduc-
tors) with energies sufficient to overcome the energy barrier. The basic model of
an electron transfer from the conduction band of an n-type semiconductor to a
metal is illustrated in Figure 2.6. At first, the electron density dn in a small energy
interval dE at energies above Ec+eφb in the bulk is calculated. Postulating that all
this energy is kinetic energy, the electron velocity vx toward the surface will be de-
rived and finally the corresponding current is obtained. Following the derivation

Figure 2.6 Electron transfer at the semiconductor–metal interface according to the
thermionic emissionmodel.
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given by Sze [16] we have

js→m →

∞

∫
EF+eφb

evx dn (2.7)

where EF+eφb is the lowest energy required for an electron transfer into themetal
if no external voltage is applied, and vx is the electron velocity in the x-direction
(the x-direction is perpendicular to the surface). The electron density dn in an
incremental energy interval is given by

dn = N(E) f (E)dE

= 4π(2m∗)3∕2

h3
(E − Ec)1∕2 exp

[
−
(E − Ec) + (Ec − EF)

kT

]
dE (2.8)

in which N(E) is the density of states (see Eq. (1.22)) and f (E) the distribution
function (Eq. (1.25)), respectively. For f (E) the approximation of E − EF ≫ kT is
used.
As already mentioned above, it is assumed that the energy of the electrons in

the conduction band is entirely kinetic energy. We have then

E − Ec =
1
2
m∗v2 (2.9a)

dE = m∗v dv (2.9b)

(E − Ec)1∕2 = v
(m∗

2

)1∕2
(2.9c)

in which Ec is the conduction band edge and m∗ the effective mass. Inserting
Eq. (2.9) into Eq. (2.8) one obtains

dn = 2
(m∗

h

)3
exp

(
Ec − EF

kT

)
exp

(
−m∗v2

2kT

)
(4πv2 dE) (2.10)

Since the electrons canmove everywhere, Eq. (2.10) describes the density of elec-
trons having velocities between v and dv distributed over all directions. Consid-
ering the speeds in the three main directions we have

v2 = v2x + v2y + v2z (2.11)

Using the transformation 4πv2 dv = dvx dvy dvz one obtains from Eqs. (2.7),
(2.10), and (2.11)

js→m = 2e
(m∗

h

)3
exp

(
−
Ec − EF

kT

)
×

∞

∫
v2x

exp

(
−
m∗v2x
2kT

)
dvx

∞

∫
−∞

exp

(
−
m∗v2y
2kT

)
dv y

∞

∫
−∞

exp

(
−
m∗v2z
2kT

)
dvz

=
(
4πem∗k2

h3

)
T2 exp

(
−
Ec − EF

kT

)
exp

(
−
m∗(v0x)

2

2kT

)
(2.12)



332.2 Metal–Semiconductor Contacts (Schottky Junctions)

in which v0x is the minimum electron speed at equilibrium. If a negative voltage U
is applied to the semiconductor with respect to the metal, then the barrier for the
electrons in the conduction band becomes smaller. Using Eq. (2.9), we have

1
2
m∗(v0x)

2 = e(φsc − U) (2.13)

Substituting Eq. (2.13) into Eq. (2.12) one obtains

js→m = AT2 exp
(
−
eφb

kT

)
exp

( eU
kT

)
(2.14)

in which φb is the barrier height and A is given by

A = 4πem∗k
h3

(2.15)

This is the effective Richardson constant for thermionic emission. In the case of
isotropic effective mass one can rewrite Eq. (2.15) as

A =
4πem0

h3

(
m∗

m0

)
= 120A cm−2 K−2

(
m∗

m0

)
(2.16)

in whichm0 is the free electron mass. The first term contains only physical con-
stants and can be calculated as given in Eq. (2.16). For further details concerning
unisotropic effective mass, see [16].
At equilibrium (U = 0), the total current must be zero. Accordingly, there is a

reverse current, jm→s, from the metal to the semiconductor. Since the externally
applied voltage occurs only across the space charge layer of the semiconductor, the
barrier height also remains constant for reverse bias so that jm→s is independent
of the voltageU . Therefore, jm→s must be equal to the js→m-value at equilibrium,
that is,

jm→s = j0 = js→m = −AT2 exp
(
−
eφb

kT

)
at U = 0 (2.17)

The total current j = js→m + jm→s is then given by

j = j0
[
exp

( eU
kT

)
− 1

]
(2.18)

with

j0 = AT2 exp
(
−
eφb

kT

)
(2.19)

It is important to realize that this derivation is based on the assumption that all
electrons reaching the surface with a speed vx are transferred. This is of interest
especially in comparison with processes at the semiconductor–liquid interface.
As a consequence of this assumption, the forward currents attain large values at
relatively low voltages. Taking for instance a relative effective mass of one, then
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Figure 2.7 (a) Current–voltage curve for an n-type GaAs–Au Schottky junction. Au was de-
posited electrolytically. (b) Semilogarithmic plot of the forward dark current (after [27]).

AT2 ≈ 107 A cm−2. Assuming further a barrier height of φb = 0.8 eV as found
for GaAs (Eg = 1.4 eV), because of Fermi level pinning by surface states, the pre-
exponential factor in Eq. (2.18) amounts to j0 ≈ 10−7 A cm−2 (calculated from
Eq. (2.19)). A typical current–voltage curve is given in Figure 2.7.
Quite a large number of systems have been studied and most of the current–

voltage curves follow the thermionic emission model [12, 16]. Frequently, there is
some difference in the slope; for example, instead of a theoretical slope of 60mV
per decade in current, slopes of 70–75mV were found. This deviation may either
be due to an image-force-induced lowering of the barrier or to tunneling through
the space charge layer, as has been quantitatively studied for Au/Si barriers [29].
These two effects have been treated in detail by Sze [16].
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2.2.3
Minority Carrier Transfer Processes

A system in which only majority carriers (electrons in n-type) carry the current
is frequently called a “majority carrier device.” On the other hand, if the barrier
height at a semiconductor–metal junction reaches values close to the bandgap
then, in principle, an electron transfer via the valence band is also possible, as il-
lustrated in Figure 2.8a. In this case, holes are injected under forward bias which
diffuse toward the bulk of the semiconductor where they recombine with elec-
trons (“minority carrier device”). It is further assumed that the quasi-Fermi levels
are constant across the space charge region; that is, the recombination within the
space charge layer is negligible. In addition, Boltzmann equilibrium exists so that
we have according to Eq. (1.57)

n = Nc exp
(Ec − EF,n

kT

)
(2.20a)

p = Nv exp
(Ev − EF,p

kT

)
(2.20b)

The p n product becomes

np = NcNv exp
(
−
Ec − Ev

kT

)
exp

(EF,n − EF,p

kT

)
(2.21)

and with Eq. (1.32)

np = n2
i exp

(EF,n − EF,p

kT

)
(2.22)

As alreadymentioned, we have a forwardbias if the n-type semiconductor ismade
positive with respect to the metal. Under these conditions, holes are injected into
the semiconductor and we have pn > n2

i . In this case, the quasi-Fermi level of
holes EF,p occurs below that of electrons EF,n in Figure 2.8, that is, it is closer to
the valence band which is equivalent to the fact that the minority carrier density
is increased. The externally applied voltage is then determined by

eU = EF,n − EF,p (2.23)

If there is a strong coupling between the metal and the semiconductor, EF,p is
close to EF in the metal at all potentials. For a reverse bias (negative U), there is
an extraction of holes and EF,p occurs above EF,n as shown in Figure 2.8b. The
resulting current–voltage curve can be derived as follows.
In the case ofminority carrier injection, the interfacial current is not only deter-

mined by the electric field but also by diffusion of the carriers. The hole current
jp is then

jp = eμp p + eDp∇p (2.24)
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Figure 2.8 Energy diagram of a metal–semiconductor junction for a minority carrier de-
vice. (a) Hole injection into the valence band of an n-type semiconductor under forward bias;
(b) hole extraction from the valence band under reverse bias.

in which μp is the mobility of holes and  the electric field at the interface. The
second term in Eq. (2.24) determines the hole diffusion where Dp is the diffusion
constant and ∇p the gradient of the hole density (Fick’s law). Using the Einstein
relation (Eq. (1.39)) one obtains from Eq. (2.22) and from the fact that  = −∇Ec
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(here taking the conduction band as a measure for the potential)

jp = eμp

(
p + kT

e
∇p

)
= μp

[
−∇(Ec) + eμp

kT
e

{ p
kT

(
∇(Ec) − ∇(EF,p)

)}]
= μp∇(EF,p) (2.25)

According to this equation, the hole current is determined by the gradient of the
hole quasi-Fermi level as indicated in Figure 2.8a. This gradient is caused by a
gradient of the hole concentration which decreases with distance from the surface
because of recombination. Since it has been assumed that this gradient occurs in
a range which is much larger than the space charge thickness, that is, in a field-
free region, the hole current is governed by diffusion. Accordingly, the first term
in Eq. (2.24) can be neglected. The exact concentration profile can be derived
from the continuity equation (see, e.g., [16]). Here we assume that there is a linear
concentration profile over a distance which corresponds to the diffusion length L
defined by

L = (Dτ)1∕2 (2.26)

in which τ is the lifetime of the carrier (see also Section 1.6). This is an essen-
tial quantity in semiconductor systems, which is also of importance for charge
transfer processes at semiconductor–liquid interfaces.
The diffusion current is then given by

jp = eDp∇p = eDpgrad(p − p0)Ix=xp≈0 = eDp
(p − p0)

Lp
(2.27)

in which Dp and Lp are the diffusion constant and length of holes, respectively,
whereas p0 is the hole density at x = xp ≈ 0 at equilibrium. According to
Eq. (1.29), we have

p = Nv exp
(Ev − EF,p

kT

)
(2.28)

p0 = Nv exp
(Ev − EF

kT

)
(2.29)

Dividing Eq. (2.28) by (2.29) one obtains

p
p0

= Nv exp
(EF − EF,p

kT

)
(2.30)

Inserting Eqs. (2.30) and (2.23) into Eq. (2.27) leads to

jp = j0
[
exp

( eU
kT

)
− 1

]
(2.31)



38 2 Semiconductor Surfaces and Solid–Solid Junctions

with

j0 =
eDp p0
Lp

(2.32a)

or when substituting p0 by Eq. (1.32):

j0 =
eDpn2

i

n0Lp
(2.32b)

Equation (2.31) is identical to Eq. (2.18) derived for a majority carrier device
(thermionic emission model). Accordingly, the same type of current–voltage
curve is expected as that given in Figure 2.7. The characteristics of the models
occur only in the pre-exponential factors, which indeed are different in both cases
(compare Eqs. (2.17) and (2.30)). As mentioned before, the j0 of the majority car-
rier device is only determined by the barrier height and some physical constants
(Eq. (2.19)), whereas j0 of the minority carriers depends on material-specific
quantities such as carrier density, diffusion constant, and diffusion length.
It is interesting to ask at which barrier height of a given system the minority

injection process should dominate over the thermionic emission of majority car-
riers. Taking n-type GaAs (Eg = 1.4 eV) as an example, one can calculate the
barrier height at which the two j0 are equal. Using typical values for GaAs, such
as Dp = 6.3 cm2 s−1, n2

i = 3.1 × 1013 cm−6, n0 = 3 × 1016 cm−3, Lp = 10−4 cm,
one obtains j0 = 1 × 10−17 A cm−2 for the hole injection current. The same j0
value is obtained by applying the thermionic emission model (Eq. (2.19)) with
m∗∕m0 = 0.05 (light holes) and a barrier height of φb = 1.3 eV. According to this
result, the hole injection process would only dominate for a system with a bar-
rier height which almost reaches the bandgap of 1.4 eV. This result again shows
the efficiency of a majority carrier transfer. In practice, one would never obtain
a barrier height sufficient for a hole injection process because of Fermi level pin-
ning as discussed in Section 2.2.2. Nevertheless, the minority carrier process has
been treated here in detail because it plays an important role in charge transfer
processes at the semiconductor–liquid junction.

2.3
p–n Junctions

In accordance with the definitions given above, a p–n junction is a pure minority
carrier device. In this case, the forward current is entirely determined by the injec-
tion of holes into the n-doped region and of electrons into the p-doped region, as
illustrated by the energy diagram for an abrupt p–n junction in Figure 2.9. This di-
agram is very similar to that derived for the metal–semiconductor device, where
minority carrier injection also determines the forward current, as discussed in
Section 2.2.3. The only difference here is that we have two space charges on both
sides of the interface: a positive in the n-doped region and a negative in the p-
doped region. In the simplest case, it is also assumed here that the recombination
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Figure 2.9 Energy diagram of a p–n junction under forward bias.

of the injected minority carriers with the majority carriers occurs in the bulk of
the semiconductor, that is, outside the space charge regions. Accordingly, it is
assumed that the quasi-Fermi levels remain constant within the space charge re-
gions (Figure 2.9).
In principle, the same derivation can be applied as that used in Section 2.2.3.

The only difference is that the minority carrier current is not only determined by
the hole injection and recombination in the n-type region but also by the injection
of electrons into the p-type area. Thus, we now have instead of Eq. (2.31)

jp =
eDpn2

i

p0Lp

[
exp

( eU
kT

)
− 1

]
(2.33)

and

jn =
eDnn2

i

p0Ln

[
exp

( eU
kT

)
− 1

]
(2.34)

and the total current is given by

j = jn + jp = j0
[
exp

( eU
kT

)
− 1

]
(2.35)

in which j0 is given by

j0 = en2
i

(
Dn

p0Ln
+

Dp

p0Lp

)
(2.36)

Equation (2.36) is the famous Shockley equation which is the ideal diode law [16].
According to Eq. (2.35), we have obtained again the same basic current–voltage
dependence as already derived for majority and minority carrier devices with
semiconductor–metal junctions (see Eqs. (2.18) and (2.31)). As already men-
tioned, the physical difference occurs only in the pre-exponential factor j0. The
general shape of a complete j–U curve in a linear and semilog plot has already
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been given in Figure 2.7. Concerning the slope of the j–U dependence in the
semilog plot, one would expect, at room temperature, a current rise by one
decade if the voltage changes by about 59mV (= 2.3kT∕e). Frequently, however,
a considerably higher slope, that is, ≫ 59mV, has been found with real metal–
semiconductor and p–n junctions. This is empirically expressed by a diode equa-
tion such as

j = jn + jp = j0
[
exp

( eU
nkT

)
− 1

]
(2.37)

in which the n in the exponent is the so-called quality or ideality factor. In the
case of a minority carrier device, such as a p–n junction, this can be explained
by an additional recombination process within the space charge region, that is,
the recombination does not occur only in the bulk of the semiconductor. This
means, in terms of quasi-Fermi levels, that the latter donot remain constant across
the space charge region. In this case, the recombination within the space charge
region can be expressed by an additional recombination current as given in [31]

jrec =

dsc

∫
0

eR dx (2.38)

in which dsc is the thickness of the space charge region and is the recombination
rate given by Eq. (1.55) (see Chapter 1). It is helpful to use Eq. (1.55) because it de-
scribes the recombination of electron–hole pairs via energy states within the gap
and their occupation is determined by the banding and therefore by the applied
voltageU . Inserting Eq. (2.22) into Eq. (1.55), and assuming that the capture cross-
sections for electrons and holes are identical (σn = σp = σ), and further assuming
that the recombination centers are located in themiddle of the gap (Et = Ei), then
one obtains

jrec ≈
e
2
edscvthNtni exp

( eU
2kT

)
(2.39)

in which N t is the density of recombination centers, vth is the thermal velocity,
and dsc is the thickness of the space charge region. The definition of dsc will be
derived in relation to semiconductor–liquid junctions in Chapter 5. For details of
the derivation of Eq. (2.39), see [16]. Accordingly, the slope of the semilog plot
of the current due to recombination within the space charge layer versus voltage
exhibits an ideality factor of 2. The total forward current is then given by

jtot = j0
[
exp

( eU
kT

)
− 1

]
+ e

2
edscvthNtni exp

( eU
2kT

)
(2.40)

The factor n equals 2 when the recombination current dominates and n equals
1 when the diffusion current dominates. When both currents are comparable, n
has a value between 1 and 2.
Sometimes an ideality factor of greater than 1 is also reported for a majority

carrier device. In this case, however, there is no physical basis for an ideality factor
of n> 1 and any deviation from n= 1 must have technological reasons.
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As mentioned above, electrons are injected into the p-doped area and holes
into the n-doped area of the semiconductor if a p–n junction is under forward
bias (Figure 2.9). In the case of some semiconductors, for example, GaAs or GaP,
the subsequent recombination of the minority carriers occurs with light emis-
sion. This effect is used in so-called light-emitting diodes. Emission effects have
also been observed with semiconductor–liquid junctions and corresponding re-
combination effects in semiconductors are treated in Section 7.5.

2.4
Ohmic Contacts

Whenever charge transfer processes across solid–solid or solid–liquid junctions
are studied by measuring currents, it is necessary that the current-carrying cables
form an ohmic contact to the semiconducting specimen, that is, any energy bar-
rier for electrons and holes has to be avoided at such a contact. According to the
derivations for rectifying contacts given in Section 2.2, an energy diagram for an
ohmic barrierless contact can be easily developed for n- and p-type semiconduc-
tors as shown in Figure 2.10.
Theoretically, there are two ways of making a good ohmic contact: (1) deposi-

tion of a metal of a sufficiently low work function on an n-type crystal (or of high
work function on a p-type material); (2) application of ametal which can act as an
electron donor when used as a doping material in the semiconductor. In the first
case, an accumulation layer is formed within the semiconductor at the interface
(Figure 2.10a and b). This method is not applicable for wide-gap semiconductors
because generally a metal does not exist with a low enough work function to yield
a small barrier height. Therefore, the second method has to be applied. Here, the
sample is heated up so that the metal diffuses into it forming a highly doped area
(n+ in n-type and p+ in p-type) just below the semiconductor surface. The Fermi
level then passes the semiconductor–metal interface (degenerated surface) very
close to the corresponding band edge, or the electron tunnel through very thin n+

region (Figure 2.10c). In practice, however, problems frequently arise in the tech-
nology of ohmic contacts and many of these are solved empirically. The quality of
ohmic contacts can easily be tested by forming two contacts and applying a volt-
age across them, and measuring a current–voltage curve which should not only
exhibit a linear dependence but also a slope that corresponds to the resistivity of
the material.
In terms of the Fermi level no step should occur at two ohmic metal–semicon-

ductor contacts if voltage is applied between the contacts. This voltage occurs
across the whole specimen between the contacts leading to a linear rise of Fermi
level and energy bands (constant electric field) as illustrated in Figure 2.11. In the
case of a rectifying contact, however, the externally applied voltage occurs only
across the space charge region (Figures 2.6 and 2.8), as already discussed in detail
in Section 2.2. Consequently the Fermi level of the majority carriers here remains
constant within the semiconductor.
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Figure 2.10 Ohmic contacts betweenmetal and semiconductor. (a) and (b) Usingmetals form-
ing low barriers with n- and p-type semiconductors; (c) using a metal forming a high barrier
(see the text).

2.5
Photovoltages and Photocurrents

Typical current–voltage characteristics have been derived for metal–semicon-
ductor and p–n junctions in Sections 2.2 and 2.3. The forward current, rising
exponentially with voltage, was determined either by majority carrier transfer or
by minority carrier injection. The reverse current, on the other hand, is entirely
limited by minority extraction which leads to extremely small currents as shown
in Figure 2.7. The small minority carrier concentration can be increased by light
excitation within the semiconductor, as illustrated for a majority carrier device
(metal–semiconductor junction) in Figure 2.12. Assuming that the light enters
the system through the metal layer (i.e., the metal layer is made sufficiently thin),
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Figure 2.11 Energy diagram of a metal–semiconductor–metal system under
bias (ohmic contacts).

and assuming that nearly all the light is absorbed within the space charge layer
(high absorption coefficient), then all electron–hole pairs created by this process
are separated by the electric field within the space charge layer. According to the
sign of the field, negative on themetal side and positivewithin the space charge re-
gion, the electrons are pushed toward the bulk of the semiconductor whereas the
holes created by light excitation move toward the interface (Figure 2.12). These
holes can easily be captured by an electron in the metal because a large density
of occupied energy states exists on the metal side just at the edge of the valence
band of the semiconductor. This hole transfer leads to an additional current, the
sign of which is the same as that of the reverse dark current. A corresponding
current–potential curve as would be expected for an illuminated system is shown
in Figure 2.13. For comparison, the dark current is also given.
In principle, the same process occurs in minority carrier devices. In all cases,

the photocurrent is proportional to the light intensity and is independent of the
applied potential. Accordingly, the photocurrent occurs in the diode equation
(Eqs. (2.18) or (2.31) or (2.37)) as an additive term, so that we have

j = j0
[
exp

( eU
kT

)
− 1

]
− jph (2.41)

in which jph is the photocurrent, and j0 depends on the type of system and is given
by the corresponding Eqs. (2.19), (2.32), and (2.36).
We can distinguish between two cases: first the short circuit condition and sec-

ondly the open circuit condition. The first is defined as a condition where the
system is short circuited, that is, U = 0. According to Eq. (2.41) the total current
is then only determined by the photocurrent ( j = jph). This case is also illustrated
by the energy diagram in Figure 2.12b. U = 0 means that the quasi-Fermi level
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Figure 2.12 Energy diagram of a metal–semiconductor Schottky junction under illumination.
(a) Open circuit condition; (b) short circuit condition.

of the majority carriers is equal across the whole system, from the metal which
forms the rectifying contact, through the semiconductor up to the metal form-
ing the ohmic contact. AlthoughU = 0 there is no equilibrium between electrons
and holes because of light excitation (np ≫ n2

i ). Accordingly, the quasi-Fermi
level of holes (minority carriers in the n-type semiconductor) occurs closer to the
valence band and at the interface below the Fermi level EF,m2 of the metal. The
latter statement means that a hole transfer is thermodynamically possible.
The second case, the open circuit condition, means that the total current is

zero ( j= 0). Inserting this value into Eq. (2.41), one obtains the so-called photo-
voltage Uph as given by

Uph = kT
e

ln
( jph

j0
+ 1

)
(2.42)
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Figure 2.13 Current–voltage curve for a metal–semiconductor junction
in the dark and under illumination.

as also indicated in the current–voltage curve in Figure 2.13. Since this photovolt-
age can be measured between the two metal contacts their Fermi levels cannot be
equal here; they just differ by eUph as shown in the corresponding energy diagram
(Figure 2.12a). At first sight itmay seem surprising that the quasi-Fermi level of the
electrons (EF,n) in the semiconductor occurs here above that in the metal (EF,m2),
whereas the Fermi level of the holes (EF,p) is below EF,m2. This is caused by the fact
that we have actually two partial currents of opposite signs at U = Uph, a positive
dark current and a negative photocurrent.
The discussion of photo effects in terms of quasi-Fermi levels may seem to be

rather pointless because there is no way of determining the quasi-Fermi levels at
solid–solid junctions experimentally. It has been introduced here, however, be-
cause it is possible to obtain experimental information on quasi-Fermi levels in
the case of semiconductor–liquid junctions, and it will be shown in Chapter 7 that
same principles can be applied for semiconductor–liquid and solid–solid junc-
tions.
Returning to Eq. (2.42), it should be mentioned that the photovoltage Uph de-

pends only on the ratio of jph∕ j0. Since the j0 value is very different for majority
and minority carrier devices, there can be huge differences in Uph. Particularly
in the case of the majority carrier devices where the forward current is derived
by the thermionic emission model, large j0 values can be obtained (see Eq. (2.19))
leading to very small photovoltages. This would be a great disadvantage for an
application for a photovoltaic device (see Chapter 11). In addition it should be
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mentioned that the quantum yield of the photocurrent depends strongly on the
penetration depth of the incident light and also on the diffusion length ofminority
carriers. A quantum yield of unity can be expected only in cases where the diffu-
sion length is larger than the penetration depth. A quantitative relation between
photocurrent or quantum yield on the one hand and diffusion length, diffusion
constant, absorption coefficient and thickness of the space charge layer on the
other, has been derived by Gärtner [32]. This problem will be treated quantita-
tively for semiconductor–liquid junctions in Section 7.3.3.

2.6
Surface Recombination

Electrons and holes may not only recombine via energy states in the bulk of the
semiconductor but also via surface states. Surface recombination can occur at all
surfaces of a semiconductor device but in the case of pure solid and semiconduc-
tor–liquid junctions, we are mainly interested in the recombination via surface
states at the interface. Assuming the surface states to be associated with single
charged centers having a single, discrete level within the energy gap of the semi-
conductor, then the Shockley–Read model [33] can be applied to surface recom-
bination, as derived at first by Stevenson and Keyes [34]. Using Eq. (1.55), which
was derived for bulk recombination, the rate of surface recombination is given by

R =
γnγpvth

(
ns ps − n2

i
)
Nt

γn(ns + n1) + γp(ps + p1)
(2.43)

This equation differs from Eq. (1.55) insofar as we have introduced the carrier
densities at the surface, namely ns and ps. We further assume that during light
excitation, quasi-equilibrium exists for the distribution of electrons and holes in
the space charge layer, that is, the surface densities of electrons and holes at the
surface are related to the bulk densities, nb and pb, via the Boltzmann factor. We
then have

ns = nb exp
(
−
eφsc

kT

)
(2.44a)

ps = pb exp
( eφsc

kT

)
(2.44b)

Accordingly, the product of the densities is given by

ns ps = nb pb > n2
i (2.45)

This assumption does not include the condition that equilibrium is achieved be-
tween electrons and holes (ns ps > n2

i ).
The electron and hole densities are changed from their thermal equilibrium δn

and δ p when electron–hole pairs are created by light excitation. In the bulk, these
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Figure 2.14 Surface recombination, s, vs potential across the
space charge layer Δ𝜙sc (qualitative description).

deviationsmust be equal to preserve electrical neutrality. Therefore,wemay write

ns = n0 + δn (2.46a)

ps = p0 + δn (2.46b)

Inserting Eqs. (2.44) and (2.46) into Eq. (2.43) and assuming δn ≪ n0 and δn ≪
p0, one obtains the so-called surface recombination velocity (dimension, cm s−1)

s = R
δn

=
γnγpvth(n0 + p0)Nt

γn
[
n0 exp

(
− eφsc

kT

)
+ n1

]
+ γp

[
p0 exp

(
eφsc
kT

)
+ p1

] (2.47)

The definition of s = R∕δn is useful because s is a quantity which is indepen-
dent of δn and consequently of the light intensity. According to Eq. (2.47), smust
pass a maximum when the potential is varied across the space charge layer φsc
as illustrated qualitatively in Figure 2.14. One branch of the curve is determined
by the majority carriers, the other by the minority carriers. The position of the
maximum on the φsc scale and the width of the curve depend on the doping of
the semiconductor and on the capture cross-sections γn and γp. Physically speak-
ing, Eq. (2.47) illustrates that for electron-hole recombination at the surface, both
holes and electrons must be able to flow into the surface [35]. If φsc is such as to
strongly repel either electrons or holes from the surface, s will be low. The valid-
ity of Eq. (2.47) has been proved at least qualitatively in many experiments (see,
e.g., [5]).
In the case of doped semiconductors, the assumption δn < n0 or δn < p0 is

almost impossible to fulfill for minority carriers under experimental conditions.
An increase of the light intensity then leads to a decrease of the surface recombi-
nation velocity along the branch determined by the minority carrier density (for
details see [5]).
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Chapter 3
Electrochemical Systems

Many of the topics discussed here have also been presented in other classical text-
books (see, e.g., [1–5]).

3.1
Electrolytes

3.1.1
Ion Transport in Solutions

In contrast to solid electronic conductors such as metals and semiconductors,
the current in liquid electrolytes is carried by ions. These ions are formed by the
dissociation of salts in a polar solvent, for example, KCl or Na2SO4 in water. The
dissociation leads to the formation of positively as well as negatively charged ions
and both types participate in the conduction process. In contrast to the situation
with semiconductors, where there are also two types of charge carrier (electrons
andholes), but one type usually dominates because of doping, both types of carrier
are always present in equal concentrations in the electrolyte. The conductivity is,
in principle, given by Eq. (1.36), that is, by the same equation used for electronic
conductivity in solids. Employing the usual electrochemical terminology, we then
have for one type of dissociated molecule (compare with Eq. (1.36))

σ =
F(z1μ+ + z2μ−)c

100
(3.1)

in which z1 and z2 are the charges of the ions; μ+ and μ− are the mobilities of
the positively and negatively charged ions, having the dimension cm2 V−1 s−1; c is
the concentration of the ions, given here in mol cm−3; and F is the Faraday con-
stant, which is given by the product of the elementary charge and the Avogadro
number (eNavo), so that we have F = 96 500A smol−1. With these definitions, the
dimension of σ is again (Ωcm)−1 as already defined in Section 1.5.

Semiconductor Electrochemistry, Zweite Auflage. Rüdiger Memming.
©2015WILEY-VCHVerlagGmbH&Co.KGaA.Published2015byWILEY-VCHVerlagGmbH&Co.KGaA.
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When different salts are dissolved in the electrolyte, the conductivity can be
expressed in more general terms

σ = F
∑
i

|zi|μici (3.2)

(In most books on electrochemistry, κ and ui are used as symbols for conductiv-
ity and mobility, respectively. In order to have the same symbols throughout this
book, we are using here those which were introduced in the solid state physics
chapter.)
Themobility of an ion is related to the velocity v and the electric field  in which

an ion ismoving. The correspondingelectric force, |zi|e , accelerates the ion until
the frictional drag exactly counterbalances the electric force. The frictional drag
can be approximated from Stokes’ law as 6πηrv, in which η is the viscosity of the
solution, r is the radius of the ion, and v is the velocity. Using these equations and
the definition of mobility, namely, μi = v∕ , one then obtains

μi =
v
 =

|zi|e
6ηr

(3.3)

in which r is actually the hydrodynamic radius which accounts for the “solvation”
(see Section 3.1.2) of the ion. Equation (3.3)makes it possible to calculate theoret-
ical values of mobility. According to Eq. (3.1), conductivity in solutions should be
proportional to the concentration of the ions. Since deviations from linearity are
frequent, it is useful to introduce a so-called equivalent conductivity, Λ, defined
as

Λ = σ
ceq

(3.4)

where ceq is the concentration of positive or negative charges in mol cm−3. Thus,
Λ expresses the conductivity per unit concentration of charge. Since |z|c = ceq
for either ionic species, one finds from Eqs. (3.2) and (3.4) that

Λ = F(μ+ + μ−) (3.5)

This equation also implies the definition of individual equivalent conductivities,
so that we have, according to Eq. (3.5),

Λ = Λ+ + Λ− (3.6)

in which

Λ+ = Fμ+ ; Λ− = Fμ− ; or Λi = μi (3.7)

In addition, it is common in electrochemistry to use transference numbers defined
as

ti =
Λi

Λ
(3.8)
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or alternatively, when using Eqs. (3.6) and (3.7), as

ti =
μi

μ+ + μ−
(3.9)

Transference numbers have been introduced because they can be determined ex-
perimentally. On the other hand, the individual mobilities cannot be determined
independently as in the case of electrons and holes in a semiconductor; conduc-
tivity measurements yield only the sum of the cation and anion mobilities (see
Eq. (3.1)). Accordingly, the mobilities can be evaluated from measurements of
the conductivity and the corresponding transference numbers. There are various
methods for measuring transference numbers which are not described here (for
details, see, e.g., [2]). Since both Λi and ti depend on the concentration of the ions,
data are usually evaluated from measurements in very dilute solutions because
of interactions between ions. According to many investigations, the transference
numbers of most ions are not far from ti = 0.5; that is, the mobilities of cations
and anions of dissolved salts are about the same. Large ti values are only obtained
with acids and alkaline solutions. This is the result of the special transport mech-
anism of hydrogen and hydroxyl ions in water in which hydrogen bonds play an
important role.
According to the experimental data, the mobility of most ions is around

10−4 cm2 V−1 s−1. These values are about 5–6 orders of magnitude smaller than
the mobility of electrons and holes in a semiconductor. In order to achieve
sufficient conductance in an electrochemical cell, electrolyte conductivities of
σ > 10−2 (Ωcm)−1, and, therefore, ion concentrations of c > 10−1 mol L−1, are
required. In investigations of electrode processes, it is important that the solution
is made sufficiently conductive by the addition of ions which are not involved in
the electrode reaction. Such a solution is usually called a “supporting electrolyte.”
The conductivity of an electrolyte describes the transport of ionswithin an elec-

trical field in the solution. Ions and molecules can also move in the solutions
via diffusion. This becomes important in the electrode reactions of molecules
or ions added to the supporting electrolyte. Provided that the concentration of
these ions ismuch smaller than that of the supporting electrolyte, the electric field
does not affect the movement of the ions, that is, these ions, as well as uncharged
molecules, reach the electrodes only by diffusion. If the rate of the electrode pro-
cess becomes large, then the concentration of the reacting species decreases and
that of the generated species increases near the electrode, which leads to a con-
centration profile. The corresponding diffusion process can be described by Fick’s
law, as will be discussed in Section 7.1.2. The diffusion process is essentially char-
acterized by the diffusion constantD. Similar to electrons and holes, the diffusion
constant is related to themobility by the Einstein relation (see Eq. (1.39)).We have
then

Di =
kT
e
μi (3.10)
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Since the mobility of ions and molecules in a solution is very low, the dif-
fusion constants are also low. With μi ≈ 5 × 10−4 cm2 V−1 s−1, one obtains
D ≈ 2 × 10−6 cm2 s−1 for zi = 1.

3.1.2
Interaction between Ions and Solvent

The ions in the solution interact with other ions and molecules but mostly with
the solvent molecules. This overall interaction is termed the “solvation.” It is in-
teresting to recognize that the heat involved when a salt such as KCl is dissolved
in water is rather small (of the order of 10 kJmol−1), although the lattice energy or
the dissociation energy is very large, typically in the range of 200–1000kJmol−1
(8–20 eV). The reason for this small value is that the large dissociation energy is
compensated by the solvation or hydration energy which is of the same order of
magnitude. Various attempts have been made to calculate the hydration energy
theoretically, assuming an electrostatic ion–dipole attraction. Basically, there are
two essential contributions to the calculation of the solvation enthalpies. One is
a “near order” model in which the interaction between the ion and the solvent
dipoles (e.g., water dipoles) is calculated by

ΔHid =
Navon|zi|e0PLm

4πε0(ri + rsol)
(3.11)

in which Navo is the Avogadro number, n is the number of solution molecules
which are in direct contact with the ion, zi is the charge of the ions, PLm is the
dipole moment, ri and rsol the radii of the ion and the solution molecules, respec-
tively, and ε0 is the permittivity of free space.
Equation (3.11) actually describes the interaction between the ion and the first

solvation shell. Ions frequently form a very stable “aquo complex” with H2O
molecules, for example, an Fe(H2O)3+6 complex. Besides this “inner sphere” inter-
action, there is also an “outer sphere” one, leading to a corresponding arrangement
of the H2O dipoles around the ions. The outer sphere interaction is given by the
energy required if an ion with the inner solvation shell (radius ri + rsol) is trans-
ferred from a vacuum into the solution, as derived by Born using the continuum
model:

ΔGBorn =
Navoz2i e

2
0

4πε20(ri + 2rsol)

(
1 − 1

εsol

)
(3.12)

in which ε is the dielectric constant of the solution. The corresponding enthalpy
is obtained by using

ΔHBorn = ΔGBorn + TΔS (3.13)

Inserting (3.13) into Eq. (3.12), one obtains

ΔHBorn =
Navoz2i e

2
0

4πε20(ri + 2rsol)

(
1 − 1

εsol
− T

e2sol

𝜕εsol
𝜕T

)
(3.14)
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Evaluations of both contributions yield values of the same order of magnitude,
that is, several hundreds of kJmol−1. For an exact evaluation, some further con-
tributions must be considered, namely, the ion–quadrupole interaction and an
additional ion–dipole interaction induced by the electric field of the ion. Further
details of these derivations are given in [2].
The solvent structure around the ions depends heavily on the charge of the ion.

Accordingly, it changes during or after an electron transfer. Such a “rearrange-
ment” or “reorganization” of the solvent molecules and the corresponding energy
change play an important role in the theory of electron transfer, as described in
detail in Section 6.1.2.
Since the dielectric constants of polar solvents have rather high values (ε = 80

for H2O), the solvation can be a very energetic process for a low ion radius and a
high charge. Typical values are in the range from 2 to 20 eV. Althoughmore accu-
ratemodels for calculating the hydration energy have been developed, the order of
magnitude of the energy has been about the same as that obtained from the Born
equation. The best results are obtained from Eq. (3.14) for cases wheremainly the
outer sphere is involved. This occurs for ions which are already surrounded by
an inner sphere complexing compound before they are dissolved. One example is
the Fe(CN)4−6 complex, for which the net charge number z= 4 is effective when
the Born equation is applied.

3.2
Potentials and Thermodynamics of Electrochemical Cells

3.2.1
Chemical and Electrochemical Potentials

The thermodynamics of solutions and solid–liquid interfaces can be well de-
scribed in terms of the chemical and electrochemical potentials of the system.
The basic definition of the chemical potential [6] is

μα
i =

(
𝜕G
𝜕ni

)
T, p,nj≠i

(3.15)

whereG is theGibbs free energy and ni is the number ofmoles of the ith species in
phase α if the temperature T , the pressure p, and the concentration of the species
are kept constant. For an ideal solution, the chemical potential of an ion is related
to its concentration ci (see, e.g., [6]) by

μi = μ0
i + RT ln

ci
c0i

(3.16)

in which μ0
i is the standard chemical potential for ci = c0i . For real solutions,

this equation is not sufficiently accurate because of ion–ion interactions in the
solution. Therefore, a correction term, the so-called activity coefficient f , has been
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introduced. We have then

μi = μ0
i + RT ln

(
f ci
f c0i

)
= μ0

i + RT ln

(
ai
a0i

)
(3.17)

in which ai is the activity. In many applications, that is, for dilute solutions, it can
be assumed that ai ≈ ci .
The chemical potential or free energy of a species, the latter being a component

in a solid or in a solution, depends on the chemical environment. In the case of a
charged species, such as an ion or an electron, we have to consider in addition the
electrical energy required for bringing a charge to the site of the species. Accord-
ingly, an electrochemical potential μi is defined instead of the chemical potential.
Both are related by

μ̄i = μI + ziFφ (3.18)

in which ziFφ is the potential energy of the charged species, with F being the
Faraday constant (96 500C mol−1), zi is the charge number of the species, and
φ is the potential in volts. Instead of F , one can also use the elementary charge
e = 1.6 × 10−19 A s. The reference point of φ is that at which μ̄i = μi ; we return to
the problem of the reference point later. It should be emphasized once more that
the potential, φ, depends only on the large-scale environment of a given phase,
and the potential energy ziFφ on the charge number zi, while it is independent
of the chemical nature of the species; for example, the potential energies of Cu2+
and Zn2+ in a given (i.e., aqueous) phase are identical.
It is important to realize that in a system at equilibrium the electrochemical

potential, μi , is constant over all contacting phases as far as the ith substance is
exchangeable between these phases. Accordingly, we have

μ̄i = const . (3.19a)

Hence, the following relation results for such an exchange under equilibrium con-
ditions:

Δμ̄ = ΔG = 0 (3.19b)

Considering for instance a reaction in a single phase, we have

ν1A1 + ν2A2 ⇔ ν3A3 + ν4A4 (3.20)

where the A symbols represent the species in a reaction, and the ν symbols are
integers. The rate of the reaction must be equal in both directions at equilibrium,
and it can be shown in accordance with Eq. (3.19) that the electrochemical poten-
tials of the reactants and the products must then be related by∑

i
νiμ̄i = 0 = ΔG (3.21)

The νi values of the product have to be taken as positive and those of the educt
negative. According to Eqs. (3.15)–(3.21), the properties of the electrochemical
potential can be classified as follows.
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3.2.1.1 Reactions in a Single Phase
Within a single conducting phase, the potential φ has the same value everywhere
within this phase and has no effect on the chemical equilibrium. This is frequently
illustrated using the dissociation of acetic acid in aqueous solutions

CH3COOH = H+ + CH3COO− (3.22)

According to Eq. (3.21) we have

μ̄(CH3COOH) = μ̄(H+) + μ̄(CH3COO−) (3.23a)

Taking into account that μ̄i = μi for an uncharged species we obtain, by using
Eq. (3.18),

μ̄(CH3COOH) = μ(CH3COOH) = μ(H+) + Fφ + μ(CH3COO−) − Fφ
(3.23b)

Since the φ terms cancel, only the chemical potentials remain, that is,

μ(CH3COOH) = μ(H+) + μ(CH3COO−) (3.23c)

Since the equilibrium constant K is defined by

lnK = ln aνi
i (3.24)

by inserting this equation into Eq. (3.17) one obtains

lnK =
−
∑

νiμ0
i

RT
= −ΔG0

RT
(3.25)

Again, the νi terms of the product have to be taken as positive and those of the
educt as negative.

3.2.1.2 Reactions Involving Two Phases
Considering two phases which are in direct contact, equilibrium is again achieved
if the electrochemical potential is identical in the two phases. Taking the system
of ametal electrode in contact with a metal ion electrolyte as an example, we have
the equilibrium

M ⇔ M2+ + 2e− (3.26)

Applying Eq. (3.21) to this reaction, one obtains

μ̄(M) ⇔ μ̄(M2+) + 2μ̄e (3.27)

where μ̄e is the electrochemical potential of electrons in the electrode. We can
calculate μ̄ bar from Eq. (3.27) by also using Eq. (3.18)

μ̄e =
1
2
[μ(M) − μ(M2+)] − Fφsol (3.28)
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According to Eq. (3.17), the chemical potential of themetal ions, μ(M2+), depends
on theM2+ concentration in the solution, whereas that of themetal, μ(M), is con-
stant (= μ0(M)), so that Eq. (3.28) becomes

μ̄e =
1
2
[μ0(M) − μ0(M2+)] − RT

2
{ln[a(M2+)]} − Fφsol (3.29)

Accordingly, the electrochemical potential of the electrons, μ̄e, can be varied by
changing the ion concentration; in this case, ν(M2+) = 1 and n= 2 by 30meV, if
the activity a (or the concentration c for very dilute solutions) is changed by one
order of magnitude.
On the right-hand side of Eq. (3.28), we have replaced the electrochemical po-

tential by the chemical potential. One could also express the electrochemical po-
tential μ̄e of the electrons in terms of the corresponding chemical potential μe
which leads to (see Eq. (3.18))

μ̄e = μe + nFφM (3.30)

Accordingly, we have a potential difference Δφ = φM−φsol across the interface as
illustrated in Figure 3.1. According to Eqs. (3.29) and (3.30), the potential differ-
ence Δφ between the metal electrode and the electrolyte is also expected to vary
by 30 mV when the concentration of the divalent metal ions is changed by one
decade. This has been verified experimentally over a large concentration range. At
lower metal ion concentrations, however, such a measurement can be influenced
by other factors. Then a potential drop across the electrode–electrolyte interface
is mainly determined by the interaction between the electrode and electrolyte, as
will be discussed in detail in Chapter 5, or by impurities such as a redox system
or oxygen.
Another essential aspect to be considered here is the fact that the potential Δφ

across the metal–electrolyte interface (Galvani potential) is not measurable. The
reason is that an additional probe, that is, a second electrode, is required for mea-
suring any potential difference. If one used identical electrodes for potential mea-
surements, then the potential difference between both electrodes would be zero
because identical Galvani potentials would occur at both of them.

3.2.2
Cell Voltages

If two different electrodes are used in an electrolyte, for instance, Cu and Zn in
H2O, then a two-compartment cell is required in order to separate the ions and
to prevent a direct chemical reaction from occurring, as schematically shown in
Figure 3.2. The reactions involved here are given by

Cu ⇔ Cu2+ + 2e− (3.31a)

Zn ⇔ Zn2+ + 2e− (3.31b)
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Figure 3.1 Potential profile across a metal–liquid interface.

The Cu2+ ions are separated from the Zn2+ ions by a membrane which is perme-
able for the corresponding counter ions, such as SO2−

4 ions, but not for the metal
ions. Accordingly, an electrical connection across the membrane is achieved by
the transport of the SO2−

4 ions. An equilibrium throughout the whole cell does
not exist because the exchange of the metal ions between the two partial systems
has been made impossible. On the other hand, equilibrium still exists in the two
half-cells, that is, between the Cu electrode and the Cu2+ in the left compartment
and between the Zn electrode and the Zn2+ in the right one. However, the elec-
trochemical potentials of the electrons in the two electrodes are different. The
electrochemical potentials of the electrons for the reactions (3.31a) and (3.31b)
can be derived by applying Eq. (3.29). Their difference is then given by

Δμe = μe(Cu) − μe(Zn)

= 1
2
[
μ0(Cu) − μ0(Cu2+)

]
−

(RT
2

)
ln[a(Cu2+)] − Fφsol

1

− 1
2
[μ0(Zn) − μ0(Zn2+)] −

(RT
2

)
ln[a(Zn2+)] − Fφsol

2 (3.32)

In the case of a(Cu2+) = a(Zn2+), we have

Δμ = Δμ0 = 1
2
{
[μ0(Cu) − μ0(Cu2+)] − [μ0(Zn) − μ0(Zn2+)]

}
(3.33)

Rewriting Eq. (3.32) by using Eq. (3.33), one obtains

Δμ̄ = Δμ0 + RT
2

ln
[
a(Zn2+)
a(Cu2+)

]
(3.34)



58 3 Electrochemical Systems

Figure 3.2 A copper–zinc cell with a permeable membrane.

Figure 3.3 Potential profile for a Cu-electrolyte-Zn system.

Since Δμ = ΔG and Δμ0 = ΔG0, Eq. (3.34) can also be written in terms of free en-
ergy. The difference in the electrochemical potential can bemeasured as a voltage
U between the Cu and Zn electrode. It is related to the electrochemical potential
by

U = Δμ̄eF = −ΔG
F

and U0 =
Δμ0

F
= −ΔG0

F
(3.35)

The corresponding potentials and cell voltage are illustrated in Figure 3.3. Cer-
tainly some kind of equilibrium would be reached if the membrane was removed.
However, no useful information would be obtained because the more noble Cu2+
would oxidize Zn to Zn2+, leading to a deposition of Cu on the Zn electrode. Since
no equilibrium exists in the cell containing the membrane, a current flows across
the system if the two electrodes are short-circuited. On the other hand, equilib-
rium can be achieved and the current made zero if a counter voltage which bal-
ances the original cell voltage is applied to the cell. Such equilibrium cell voltages
can be used for determining corresponding ΔG values.
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3.2.3
Reference Potentials

Each electrochemical couple exhibits a characteristic electrochemical potential
and a characteristic Δφ value between the electrode and electrolyte. The cell volt-
age U , defined above, depends on the couples combined in a cell and on their
concentrations. In order to quantify the properties of electrochemical couples,
reference electrodes are used. The reference electrode which is primarily used is
the standard hydrogen electrode (SHE), or the normal hydrogen electrode (NHE).
In this case, it is an inert Pt electrode around which hydrogen is flushed (see Fig-
ure 3.4). The reaction involved is given by

H2 ⇔ 2H+ + 2e− (3.36)

Following the procedure derived in Section 3.2.1 and using Eqs. (3.17), (3.18),
and (3.27)–(3.29), the electrochemical potential of the electrons is then given by

μ̄e =
1
2
μ0(H2) − μ0(H+) − RT ln

(
a(H+)
p1∕2(H2)

)
− Fφsol (3.37)

In the case of gases, the activity is given in terms of pressure p. The electrochemi-
cal potential of electrons is an energy. One can express it in terms of a (not directly
measurable) potential as defined for a H2/H+(Pt) half-cell by

Uref

(
H2

H+

)
= −μ̄eF (3.38)

A standard condition can be defined for p1∕2(H2) = a(H+) = 1. We have then

U0
ref = −F−1

[1
2
μ0(H2) − μ0(H+)

]
(3.39)

The latter condition is internationally accepted as a reference point (SHE). If
another electrode or another half-cell is now combined with this reference sys-
tem, then the corresponding cell voltage is given by (compare with Eqs. (3.34)

Figure 3.4 Pt(H2/H
+) reference electrode (normal hydrogen electrode (NHE)).
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and (3.35))

Ue = Usyst − U0
ref =

Δμ
F

= ΔG
zF

(3.40)

Such a cell voltage measured with respect to a reference electrode is called the
“electrode potential” and is symbolized in the following text by the term UE. Ac-
cordingly, the reference potential U0

ref(H2∕H+) is actually set to zero. A scale and
data for various systems are given in Appendix A.7. It should be mentioned here
that the symbol E rather than UE is generally used in the classical electrochemical
literature. We prefer to use UE for the electrode potential because the symbol E is
used for electron energies (see also [7]).
According to Eqs. (3.37)–(3.39), the potential of a hydrogen reference electrode

Uref(H2∕H+) depends on the activity (or concentration) of protons, a(H+), that
is, it depends on the pH of the solution. Uref(H2∕H+) varies by 60mV when the
pH is changed by one unit. Therefore, all standard potentials refer to pH = 0
(a(H+) = 1). Since the hydrogen electrode is not a convenient reference elec-
trode for the experimental work, other reference electrodes, such as the saturated
calomel electrode (SCE), or a silver/silver chloride electrode, are mainly used in
electrochemical experiments. The first consists of a Hg/Hg2Cl2 electrode in KCl
(saturated in H2O) which has a potential of+0.242V vsNHE. This reference elec-
trode exhibits a very constant potential, and it is stable against cell currents. In
addition, its potential is independent of the pH of the solutions. Further details
about reference electrodes are given in Chapter 5. A corresponding scale with
SCE as the reference electrode is also given in Appendix A.7.

3.2.4
Standard Potential and Fermi Level of Redox Systems

Sections 3.2.1 and 3.2.2 dealt with electrochemical reactions at metal electrodes
where metal ions were transferred across the metal–electrolyte interface. Redox
couples are characterized bymolecules or ions in a solution which can be reduced
and oxidized by a pure electron transfer. The corresponding reaction is given by

Red ⇔ Ox + e− (3.41)

in which Red is the reduced andOx the oxidized species (e.g., Red: Fe2+, Ox: Fe3+).
It is important to note here that in an electrochemical reaction both the Red and
Ox species remain in the solution and only the electron is transferred between
the redox system and the electrode. Usually, corresponding processes are investi-
gated at inert metal (e.g., Pt) or semiconductor electrodes, or at least in a potential
range where the electrode remains stable. In principle, the thermodynamics of the
half-cell electrode/redox system can be handled in the same way as described in
Section 3.2.1. With respect to semiconductor electrochemistry, it is useful, how-
ever, to use a somewhat different approach as given below.
First, we consider only the redox couple itself, dissolved in an electrolyte with-

out any electrode. We again use reaction (3.41) but assume that the electron is
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still located in the solution. The electrochemical potential of this electron is then
given by

μ̄e,redox = μ̄red − μ̄ox (3.42)

Inserting Eqs. (3.17) and (3.18) into Eq. (3.42), one obtains

μ̄e,redox = μ0
red − μ0

ox − RT ln
cox
cred

+ zFφsol − (z + 1)Fφsol (3.43)

The question arises concerning what is a reasonable reference level. This prob-
lem becomes clear by means of another “thought experiment.” Let us assume that
an electron e−∞ from the vacuum level far outside the electrolyte is captured by a
redox ion M(z+1)(liq) (oxidized species) in the electrolyte, which leads to the for-
mation of Mz+(liq) (reduced species). We have then the reaction

M(z+1)(liq) + e−∞ → Mz+(liq) (3.44)

Assuming that the electrochemical potential of the electron in the vacuum is zero,
one obtains essentially the same equation as Eq. (3.43), namely,

μ̄e,redox = μ0
e,redox − RT ln

[CM(z+1)+

CMz+

]
(3.45)

in which

μ̄0
e,redox = μ0

Mz + μ0M(z+1)+ + zFφsol − (z + 1)Fφsol (3.46)

As already mentioned, the electrochemical potential of the electrons in the re-
dox system is measured against the vacuum level. This is similar to the semicon-
ductor–vacuumand semiconductor–metal contacts discussed in Sections 2.1 and
2.2, respectively. A corresponding energy scheme for a semiconductor–liquid–
vacuum junction is shown in Figure 3.5. Accordingly, the redox system has here
the same reference point as is used in solids (see Chapters 1 and 2). Since the
electrochemical potential of electrons in a metal or a semiconductor is called the
Fermi level, EF, we also term the electrochemical potential of a redox system as
the Fermi level (EF, redox) as first introduced by Gerischer (see [8]). All chemical
and electrochemical potentials are usually given in units of joule mole−1, whereas
Fermi energies are usually given in units of electron volts (eV) and refer to single
electrons, so that

EF,redox =
( e
F

)
μ̄e,redox (3.47)

Applying this to Eq. (3.45) and using Red and Ox again, instead of Mz+ and
M(z+1), respectively, we have

EF,redox = E0
F,redox − kT ln

( cox
cred

)
(3.48)
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Figure 3.5 Energy diagram for a metal (or semiconductor)–redox system–reference electrode
system.

A contact is now made between the electrolyte containing a redox system and a
metal or a semiconductor electrode, and equilibrium between the two phases is
achieved; that is

EF = EF,redox at equilibrium (3.49)

These electron energies are schematically illustrated in Figure 3.6. Such a contact
leads to a certain potential difference or at least a potential change across this
interface, as will be discussed in more detail in Chapter 5. In practice, however,
one would not use the vacuum level as a reference but would take again a classical
reference electrode such as a hydrogen electrode or any other reference electrode,
for instance the SCE. In this case, one can treat the reference electrode in the same
way as was has been derived for a redox system. Thus, one can also derive a Fermi
energy for the normal hydrogen electrode (EF[NHE]), as indicated in Figure 3.5.
Since there is no equilibrium between the working electrode or the redox system,
on the one hand, and the reference electrode, on the other hand, a corresponding
potential difference,Uredox, between the inertworking electrode and the reference
electrode can be experimentally measured (Figure 3.5). Accordingly, the redox
potential Uredox as measured against a reference electrode is then given by

Uredox = −
E0
redox

e
= U0

redoxkT ln
( cox
cred

)
(3.50)
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Figure 3.6 Energy diagram for the semicon-
ductor–vacuum, semiconductor–liquid, and
liquid–vacuum interfaces; Φsc, Φel , work func-
tions; eχsc, eχel surface dipole contributions

(neglected at the semiconductor–liquid junc-
tion); eΔ𝜙sceΔ𝜙H potentials across the space
charge layer and Helmholtz layer, respectively
(compare with Figures 2.1–2.4).

which is the famous Nernst equation, with U0
redox being the standard redox po-

tential at which cox = cred. It should be emphasized here that the actual redox
potential as defined above can only be measured if an inert metal electrode is in
contact with the redox system and if the latter two are in electronic equilibrium.
Although the vacuum level is of no practical reference, the question arises of

whether the standard potential or energy of the hydrogen reference electrode
(NHE) can be quantitatively related to the vacuum level. The first quantitative
approach, which was a straightforward one, was published by Lohmann [9]. He
examined free energy changes associated with the reduction of silver:

Ag(g) = Ag(s) − 7.64 eV (3.51a)

Ag+(g) + e− = Ag(g) − 2.60 eV (3.51b)

Ag+(aq) = Ag+(g) + 4.96 eV (3.51c)

Ag(s) +H+(aq) = Ag+(aq) + 1
2
H2 − 0.80 eV (3.51d)

H+ + e− = 1
2
H2 − 4.48 eV (3.51e)

in which g indicates the gas phase, s the solid, and aq the solution (here an aque-
ous phase). The determination of such a reference electrode has been the subject
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of various further calculations. In semiconductor electrochemistry, the value of
Eref = −4.5 eV for the NHE, as derived by Lohmann [9] is used mostly. More re-
cently, Trasatti recalculated Eref and obtained −4.31 eV [10]. The calculations are
based on a reaction cycle (see [11]) which contains energy terms such as sublima-
tion energy, ionization energy, and the single hydration energy. The latter quantity
is rather difficult to determine because it contains a term describing the poten-
tial difference, χ(H2O), between the solution surface and its interior. Trasatti es-
timated this potential, whereas Lohmann neglected it, which explains the differ-
ence between the two Eref values. Both authors used experimental values obtained
by Randles [12]. A few years later, Gomer and co-workers took up this problem
again [13]. They determined absolute potentials experimentally using the vibrat-
ing condenser method, and finally obtained Eref = −4.73 eV for NHE. This is
considerably larger than Trasatti’s value. According to Gomer, the deviation from
the other values is due to an incorrect value for the work function of Hg in air,
the latter having being used by Randles. A further value of Eref = −4.85 eV was
published by Kötz et al. [14].
Because of these discrepancies, we also continue to use Lohmann’s value, so

that the electron energy of a redox couple is given by

Eabs = −4.5 eV − eUredox (3.52)

The Fermi level concept is very useful in the quantitative description of reactions
at semiconductor electrodes, as described in Section 7.3.5(b). Other energy states
of a redox system besides the Fermi level can also be defined. This problem is
discussed in detail in Chapter 5.
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Chapter 4
Experimental Techniques

4.1
Electrode Preparation

Most electrochemical measurements have been performed using semiconductor
single crystals. The latter were oriented using X-ray analysis in order to select
the correct surface for the electrochemical investigation. In most cases, the crys-
tal face does not play a dominant role because other faces are developed during
the experiment (see Chapter 8). The semiconductor specimens are then provided
with an ohmic contact usually at the rear of the electrode. The technology for
producing the ohmic contact depends on the semiconducting material and on its
doping. The procedure can be found in the appropriate literature (see also Sec-
tion 2.4). To test the quality of the ohmic contact, it is useful to have two contacts
at the rear, between which the resistance of the semiconductor at different volt-
ages can be measured. There are different techniques for mounting the crystal in
the cell, dependingmainly on the size of the crystal. In experiments where defined
diffusion conditions toward the electrode in the liquid are required, it is useful to
take circular slices which can be prepared by ultrasonic cutting. The specimens
are then mounted in an electrode holder as illustrated in Figure 4.1. The advan-
tage of this technique is that the sample can easily be taken out of the solution
and put back again. In addition, such an electrode can be rotated as described in
Section 4.2.3. Before each measurement, an electrode is usually etched.

4.2
Current–VoltageMeasurements

4.2.1
Voltametry

Current–potential measurements at semiconductor electrodes are usually per-
formed in a cell with three electrodes under potentiostatic conditions. The cell is

Semiconductor Electrochemistry, Zweite Auflage. Rüdiger Memming.
©2015WILEY-VCHVerlagGmbH&Co.KGaA.Published2015byWILEY-VCHVerlagGmbH&Co.KGaA.
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Figure 4.1 A holder for a rotating semiconductor electrode.

Figure 4.2 Ameasuring cell.

illustrated schematically in Figure 4.2. It consists of the working electrode (WE,
a semiconductor electrode as described in Figure 4.1), a large counter electrode
(CE, usually a Pt electrode), and a reference electrode (RE). The latter is usually
separated from the actual cell by a salt bridge (see Figure 4.2) in order to avoid
interference with the electrolyte in the cell.
There are several choices for an RE such as a normal hydrogen electrode

(NHE), a saturated calomel electrode (SCE), or a silver/silver chloride electrode
(Ag/AgCl). The first consists of a Pt electrode around which H is flushed. This RE
is not very convenient to use. The SCE is the most commonly used RE in aqueous
solutions. It consists of a Hg/Hg2Cl2 system as indicated in the left part of Fig-
ure 4.2. This is a highly suitable RE because its potential is very constant because
of the low solubility of Hg2Cl2. Its standard potential is U0(SCE) = 0.27V vs
NHE. Another advantage is its independence of pH. Similar conditions are met
for the couple Ag/AgCl with a standard potential of U0 = 0.23V vs NHE. In
the case of water-free organic electrolytes, frequently a simple redox system of a
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Figure 4.3 A potentiostatic measuring system: WE, working electrode;
RE, reference electrode; CE, counter electrode.

known potential is used, which is also separated from the main solution by a salt
bridge [1–5].
To avoid artifacts in impedancemeasurements whenmodulating the input volt-

age of the potentiostat at high frequencies (> 10 kHz), the RE should be short-
circuited via a capacitance of 10 nF and a Pt wire dipped into the solution in the
main part of the cell (Figure 4.2). The surface of the CE should be sufficiently large
so that its interface with the electrolyte does not influence the current–potential
curve. Usually, a platinized Pt sheet is used as a CE. The electrolyte is made con-
ductive by adding an inert salt of a concentration in the range of 10−3–10−1 M.
The external voltage is supplied by a corresponding voltage generator as

schematically shown in Figure 4.3. In this way, the electrode potential can be
scanned over several volts at a selected scan rate. The resulting current–potential
curve can be displayed by a recorder or by using a computer.

4.2.2
Photocurrent Measurements

The photocurrent in the semiconductor is generated by illuminating the elec-
trode, for instance, through the bottom of the cell as indicated in Figure 4.2. It is
often very convenient to introduce the light via a light cable. Usually, a xenon lamp
is used as a light source which yields sufficiently high intensities whenmonochro-
matic light is used for excitation. Several research groups use chopped light for
excitation leading to a corresponding AC photocurrent signal which can be eas-
ily amplified by using a lock-in technique. However, this is a rather dangerous
procedure in many cases because valuable information can be lost. For instance,
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especially in the range of the photocurrent onset, photocurrent transients are fre-
quently foundwhen the light is turned on (see Section 7.3.3). These are only visible
if the time profile of the photocurrent signal is displayed during the whole cycle,
that is, during the time interval when the light is turned on and also when the light
is turned off.

4.2.3
Rotating Ring Disk Electrodes

In some cases, it is of interest to determine products formed at semiconductor
electrodes. If redox reactions are involved, this can be done by using a rotating
ring disk electrode assembly (RRDE), which has proved to be a powerful tool for
investigating electrochemical reactions at metal electrodes. The technique and
corresponding results as obtained with metal electrodes have been reviewed by
Bruckenstein and Miller [6] and by Pleskov et al. [7].
Here such an assembly consists of a semiconductor disk and a Pt ring as il-

lustrated in Figure 4.4. When such an electrode assembly is rotated, the solution
flows upward toward the semiconductor disk the same as with a pure rotating
electrode, which leads to an increase of the disk current if it is diffusion limited
(compare with Figure 4.1). During the rotation of the electrode system, the liquid
moves radially along the surface of the whole system as indicated in Figure 4.4.
Accordingly, a redox systemwhich is, for instance, oxidized at the semiconductor
disk electrode, can be reduced at the Pt ring electrode provided that the latter elec-
trode is set to a potential at which the redox system is reduced back to its original
state. Such an investigation is of special interest if holes, produced by light excita-
tion in an n-type semiconductor, are consumed for the anodic dissolution of the
semiconductor as well as for the oxidation of a redox system. The total anodic
photocurrent jph is then given by

jph = jdiss + jox (4.1)

where jph is the dissolution current and jdiss is the current due to the oxidation of
the redox system. At the Pt ring, of course, only the redox couple is oxidized but
not the product produced by the anodic dissolution. Absolute values of jox at the

Figure 4.4 Rotating ring disk electrode assembly.
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disk depend on the distance between the disk and the ring electrode. Since the
hydrodynamics of the rotating system is well known, the ring current can be cal-
culated for a given oxidation current at the disk [6], or it can be determined exper-
imentally by using an inert Pt disk instead of a semiconductor disk electrode [8].
Such a metal disk/metal ring system of the same dimensions can also be used for
the calibration of an RRDE assembly [8]. The best insight into the processes can
be obtained by studying light-induced reactions (see Section 8.2).

4.2.4
Scanning Electrochemical Microscopy (SECM)

A few years ago Bard and his group developed the technique called scanning elec-
trochemicalmicroscopy (SECM)whichmakes a spatial analysis of charge transfer
processes possible [9]. In this method, an additional “tip” electrode of a diame-
ter of about 2 μm is used as well as the three other electrodes (semiconductor
electrode, CE, and RE). Assuming that a redox system is reduced at the semi-
conductor, the reduced species can be re-oxidized at the tip electrode, the latter
being polarized positively with respect to the redox potential. The corresponding
tip current jT is proportional to the local concentration of the product formed at
the semiconductor surface and, therefore, also to the corresponding local semi-
conductor current, provided that the tip is sufficiently close to the semiconductor
electrode (inset in Figure 4.5). This method yields a lateral photocurrent map
when scanning the tip across the surface area of interest, as illustrated for a
stepped portion of a p-typeWSe2 electrode in Figure 4.5. Recently, the sensitivity
of the method was considerably increased by using much smaller tip electrodes

Figure 4.5 SECM line scans across a stepped portion of a WSe2 electrode: tip current at differ-
ent potentials of a WSe2 electrode in aqueous solutions. Inset: tip arrangement; tip diameter,
2 μm (after [9]).
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of a diameter used for scanning tunneling microscopy (STM) measurements as
described in Section 4.7.2.

4.3
Measurements of Surface Recombination andMinority Carrier Injection

The surface recombination is defined by Eq. (2.47) in Chapter 2. It can be mea-
sured by the “thin slice”method as described below. This method involvesmainly
a p–n junction at the rear of the electrode in addition to the ohmic contact men-
tioned in Section 4.1. Surface recombination is measured after the excitation of
electron–hole pairs near the electrode surface. They can diffuse not only toward
the electrode surface but also toward the p–n junction at the rear. The electron–
hole pairs are separated at the p–n junction which leads to a corresponding short-
circuit current across this junction. As already discussed in Section 2.5, this cur-
rent is proportional to the light intensity and, therefore, to the density of electron–
hole pairs created by light excitation. If there is some additional surface recombi-
nation in a certain potential range, then fewer electron–hole pairs reach the rear
p–n junction. A quantitative relation between the short-circuit current at the rear
p–n junction js and light intensity and surface recombination can be derived as
follows.
Taking a p-type electrode as an example, the electrode is illuminated through

the electrolyte as illustrated in Figure 4.6. The diffusion of the excess minority
carrier density Δn is given by the continuity equation [10]

Dn
δ2Δn
δx2

− δΔn
τ

+ g(x) = 0 (4.2a)

in which Dn is the diffusion constant of electrons in the p-type electrode, τ is the
lifetime of the electrons, and g(x) is the generation rate of minority carriers, the
latter being given by

g(x) = αI exp(−αx) = g0 exp(−αx) (4.2b)

The generation rate depends on the light intensity I, and on the absorption co-
efficient α. The short-circuit current is defined as

js = −DngradΔn ||x=d (4.3)

The surface recombination velocity can be introduced by a further boundary con-
dition. At the semiconductor–liquid interface, the recombination rate is given by

Rs = sΔn = DngradΔn ||x=0 (4.4)

Using Eqs. (4.2b)–(4.4), restricting their application to a small penetration depth
of light (α ≤ Ln) and assuming that d > Ln, one obtains by solving Eq. (4.2a):

js =
I
s

2eDn

Ln exp(d∕Ln)
(4.5)
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Figure 4.6 Technique for measuring injection of minority carriers into a semiconductor elec-
trode. (a) Geometry of a p–n junction; (b) cell arrangement.

in which Ln is the diffusion length of the electrons as defined by Eq. (2.26). An
equivalent equation is valid for an n-type electrode. According to Eq. (2.26), the
short-circuit current js is inversely proportional to the surface recombination ve-
locity s. The experimental conditions are given in Figure 4.6b, and is is measured
when the p–n junction is short circuited with the ohmic contact as indicated in
Figure 4.6b.
The same method can be applied if minority carriers are produced by injection

from a species in the electrolyte, as first proposed by Brattain and Garrett [11].
Taking again a p-type electrode as an example, the short-circuit current js is sim-
ply related to the corresponding injection current jinj by

js = exp
(
− d
Ln

)
jinj (4.6)

The ratio of jinj and the total current jtot then yields quantitative information
about whether or not an electrochemical reaction is partly or fully a minority car-
rier process. This method hasmainly been applied to reactions at germanium and
silicon electrodes because here the diffusion length is in the order of some hun-
dredmicrons. In other cases, such as GaAs, it is very difficult to apply thismethod
because the diffusion length is rather small (≈ 1 μm).
It should be mentioned that a somewhat different method was introduced by

Pleskov [12]. Here, the semiconductor is in contact with a second liquid at the
rear instead of a p–n junction being used. The semiconductor is under reverse
bias with respect to this liquid. Any minority carrier injection at the front then
leads to an increase of current at the rear contact. This method is of interest for
semiconductors with which a p–n junction cannot be made.
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4.4
Impedance Measurements

4.4.1
Basic Rules and Techniques

When a sinusoidal voltage is applied across the interface

U(t) = Um sin(ωt) = Um exp(iωt) (4.7)

the corresponding current usually shows a phase shiftΦ with respect toU(t) and
is given by

J(t) = Jm sin(ωt + φ) = Jk exp(iωt) (4.8)

In the second part of Eqs. (4.7) and (4.8), U(t) and J(t) are written as complex
numbers in which Jk = Jm exp(iΦ). The impedance is then defined as

Z(ω) =
Um

Jm
exp(iφ) (4.9)

and is also a complex number. It is composed of a real (Z′) and an imaginary part
(iZ′′) and we have then

Z(ω) = Z′(ω) + iZ′′(ω) (4.10)

This is illustrated in Figure 4.7. In the simplest case, the solid–liquid interface
can be described by a charge transfer resistance Rct and a capacity in parallel
(Helmholtz capacity for metal electrodes, CH, and a space charge capacity for
semiconductor electrodes, Csc) including a series resistance Rs as shown in Fig-
ure 4.8. The current flowing through the two branches is given by

J = JC + JF (4.11)

in which JC and JF are the currents flowing through the capacitor and the resis-
tance, respectively. In order to have the impedance in ohms, the currents are given
in amperes, that is, they are not current densities. Since the space charge capac-
ity Csc and the charge transfer resistance Rct strongly depend on the potential, the
system is nonlinear. This makes it necessary to apply only a small AC voltage, ΔU,
which is superimposed on the DC voltage. Accordingly, we have

U(t) = U + ΔU exp iωt (4.12)

and the corresponding current is then given by

J(t) = J + Δ J exp iωt (4.13)

as illustrated in Figure 4.9.
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Figure 4.7 Imaginary and real part of impedance.

Figure 4.8 Equivalent circuit.

Since the current across a capacitor is given by Jc = C dU(t)∕d t, one obtains
by applying Eq. (4.12)

JC(t) = iωCscΔU exp iωt (4.14)

Since most current–potential curves show usually an exponential type of depen-
dence, the small modulation of the Faradaic current, Δ JF, flowing only through
Rct, can be obtained by

Δ JF =
d JF
dU

ΔU (4.15)

Using Eq. (4.11), the total current is then given by

J(t) = iωCscΔU exp iωt + JF +
δ JF
δU

ΔU exp iωt (4.16)

Since theDC current, J , is equal to the JF, one obtains from Eq. (4.16) after having
inserted Eq. (4.13)

Δ J = iωCscΔU +
δ JF
δU

ΔU (4.17)
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Figure 4.9 Modulation of potential and current for a semiconductor electrode.

The impedance is then given by

Z = ΔU
Δ J

= 1
iωCsc + d JF∕dU

+ Rs (4.18)

where the series resistance is included. The derivative d JF∕dU is the charge trans-
fer resistance Rct which is usually potential dependent.
The principal setup for the equipment for measuring the impedance is shown

in Figure 4.10. It is similar to that shown in Figure 4.3. In addition, there is an
AC voltage generator by which a small voltage of less than kT∕e (< 0.025V) is
superimposed on the DC. input voltage. An analyzer is used for measuring the
imaginary and real components of Z. The frequency of the generator, f , can be
varied. The angular frequency is given by ω = 2π f .

4.4.2
Evaluation of Impedance Spectra

Csc and Rct can only be evaluated from the complexZ data if the equivalent circuit
is known. One simple circuit which is valid for a one-electron redox process has
been shown in Figure 4.8. Any equivalent circuit can be tested by measuring Z′

and Z′′ over a large frequency range. It is common to plot the imaginary Z′ values
vs the corresponding real Z′′ component over a certain range of frequencies as
shown in Figure 4.11a. The semicircle has a radius of 1∕2Rct, the low-frequency
intercept on the real axis is Rs + Rct and the high-frequency intercept Rs. Csc
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Figure 4.10 An impedance measuring system (DC voltage input neglected).

can be calculated by using Eq. (4.18), whereas Rs and Rct can be taken directly
from Figure 4.11. The quality of the equivalent circuit can be tested by calculating
the phase shift φ and the absolute value of the impedance, |Z|, from the evalu-
ated Csc, Rs, Rct values for the whole frequency range, and comparing these with
the experimental φ and |Z| values (Bode plot) as illustrated in Figure 4.12. Such a
test is useful because more complex semicircles sometimes occur in the complex
plane (see below). Only this or other tests make it possible to determine reliable
data, especially for obtaining Csc values which are independent of ω. In the case
of semiconductor electrodes, impedancemeasurements are frequently performed
in a potential range where the interfacial current is extremely low and constant
due to the extraction of minority carriers. Then Rct becomes extremely large, and
the semicircle degenerates into a vertical line at the high frequency end which is
parallel to the Z′ axis, as shown in Figure 4.11b.
As already mentioned, the equivalent circuit given in Figure 4.8 is the simplest

case. If the impedance is also investigated in a potential range where large currents
are observed, then one has to take into account that the concentration of the Ox
or Red species may be lower at the surface than in the body. In such a case, the
concentration of the involved species will also be modulated when a small AC
voltage is applied. Thus, we have instead of Eq. (4.15)

Δ JF =
d JF
dU

ΔU +
d JF
dcox

Δcox +
d JF
dcred

Δcred (4.19)

The concentrations follow the diffusion equation. The derivation of this effect
leads to an additional impedance (Warburg impedance) as given by

ZW = σ0

tanh
(
δN

√
iω
D

)
√
iω

(4.20)
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Figure 4.11 Impedance spectra for two simple equivalent circuits.

with

δN = 1.6D1∕3ν1∕6ω−1∕2
r

where σ0 is a function of the rate constants involved in a redox process, D is the
diffusion constant for the redox system, ν is the viscosity, and ωr is the angular
velocity of the electrode.
For details and an exact derivation of Zw, the reader is referred to [13]. The

derivation also shows that Zw is in series with Rct as shown in Figure 4.13a. Typ-
ically, the Warburg impedance leads to a linear increase of Z′ with rising Z′′ and
the slope is 45° as also shown in Figure 4.13a. In this case, Zw has been calculated
assuming an infinite thickness of the diffusion layer. Any convection of the liquid
limits the thickness of the diffusion layer. The latter is limited to a well-defined
value when a rotating disk electrode is used (see Section 4.2.3). In this case, the
impedance spectrum is bent off at low frequencies as shown in Figure 4.13b. The
Zw branch is only linear at its high frequency end where it shows a slope of 45°.
Sometimesmore than one semicircle occurs in the impedance spectrum as well

as the Warburg impedance. The origin of the second semicircle is usually due to
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Figure 4.12 Absolute value of impedance and phase angle vs frequency (Bode plot). Exam-
ple: p-GaAs in 7mM Cu+ aqueous solution at 0.4 V vs SCE; the solid curve is calculated from a
equivalent circuit, the squares and circles are experimental data (after [37]).

a two-step reaction process, that is, an intermediate state is involved. This can
occur, for instance, if an adsorbed molecule participates in the reaction, or if en-
ergy states within the energy gap at the semiconductor surface are involved, or if
just more than one electron occurs in the reaction. In these cases, Rct becomes
a complex quantity and we have to replace Rct by a complex Faraday impedance
ZF, as illustrated in Figure 4.14. Such a Faraday impedance depends on the re-
action mechanism. One can derive ZF from a kinetic model proposed for a re-
action process. First, we derive Δ J , which depends finally on rate constants and
on various derivatives, such as Δcintermediates and Δns or Δps, where the latter
are the modulations of electron and hole densities at the surface. The Faraday
impedance is given by ZF = ΔU∕Δ J , which turns out to be a complex number
(see, e.g., [13, 14]). One can also express ZF in terms of an equivalent circuit; that
is, by resistors and capacitors (Figure 4.14) which frequentlymakes the evaluation
easier. In this case, the elements such as Ra, Rb, and Cp depend on a set of vari-
ous kinetic parameters such as rate constants and concentrations. Fairly complex
equations are obtained, but this is arbitrary. The impedance measurements make
it possible to determine certain kinetic parameters. In the case of anodic dissolu-
tion, very complex impedance spectra with negative and positive Z′′ values have
often been found which cannot be discussed here (see, e.g., [13, 15]).
It should be emphasized that impedance measurements are mainly used for

measuring space charge capacities. They are usually performed in a frequency
range of 10 kHz up to nearly 1MHz depending on the Faraday current.
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Figure 4.13 Impedance spectra for simple redox reactions at a semiconductor electrode
including diffusion limitation (Warburg impedance): (a) without rotation of the electrode;
(b) with rotation.

4.4.3
Intensity Modulated Photocurrent Spectroscopy (IMPS)

In this technique, as first developed by Li and Peters [16], the photocurrent in-
stead of the potential is modulated. Hence, it is only applicable for minority car-
rier processes. The modulation of current is achieved by modulating the exciting
light intensity. The current modulation is illustrated by a current–potential curve
of an n-type semiconductor electrode (Figure 4.15). The quantum efficiency is de-
fined as the ratio of the current and intensity modulation (φ = Δ J∕ΔI). Since the
intensity is not always known, it is easier to use a relative quantum yield as defined
by

φr(ω) =
Δ J
Δ Jph

(4.21)

(Here also currents and not current densities are considered.)
According to this definition φr = 1 in the range of saturated photocurrent. The

current decrease observed at lower potentials is caused by the recombination of
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Figure 4.14 Impedance spectrum for a semiconductor–liquid system for a redox reaction
including an intermediate state.

Figure 4.15 Intensity modulated photocurrent–potential curve for an n-type semiconductor
electrode (intensity-modulated photocurrent spectroscopy, IMPS).

electron–hole pairs. The current is then given by

JF(t) = Jph(t) − Jrec(t) (4.22)

and the derivative with respect to time by

d JF(t)
dt

=
d Jph(t)
dt

−
d Jrec(t)

dt
(4.23)

Similar to the derivation in Section 4.4, the modulations of these currents are
described by

JF(t) = JF + Δ J exp iωt (4.24a)

Jph(t) = Jph + Δ Jph exp iωt (4.24b)
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Figure 4.16 Electrical circuit for the light-emitting diode
and photodiode (IMPS measurement).

Jrec(t) = Jrec + Δ Jrec exp iωt (4.24c)

Inserting Eq. (4.24) into Eq. (4.23), we have

Δ J = Δ Jph + Δ Jrec (4.25)

The relative quantum yield φr plays a role similar to that of the impedance Z,
derived in Section 4.4. It is frequency dependent and φr spectra can be obtained.
Examples are given in Section 7.3.5(b).
The experimental equipment is quite simple and is similar to that used for

impedance measurements. It is convenient to use a laser for light excitation be-
cause the light intensity is easily modulated and focused on a rotating disk elec-
trode. When investigating a semiconductor of low bandgap (Eg < 1.7 eV) a light-
emitting gallium arsenide/phosphide diode (LED) can be used where its intensity
can be simply modulated by passing an alternating current through the diode.
Since a phase shift occurs between intensity and applied voltage, a photodiode is
used as a reference for the incident light, as schematically shown in Figure 4.16.
The diode is operated by the AC generator, and the current signal is detected by
an analyzer. The latter two pieces of equipment can also be used for impedance
measurements. In other cases where shorter wavelengths are required, a gas laser
must be used. In this case, the light is modulated by an acousto-optic modulator.

4.5
Surface Conductivity Measurement

Information on the properties of the space charge layer and the potential distri-
bution across the interface can also be obtained by conductivity measurements.
There are two ways of measuring the conductivity and its changes.
In the first method, a second ohmic contact has to be produced at the backside

of the semiconductor species. In order to measure conductivity changes, a volt-
age has to be applied across the two ohmic contacts. When varying the potential
across the interface, the conductivitymay change. This happens only if a change of
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the electrode potential occurs across the space charge layer. Since the latter effect
leads to a change of the Fermi level with respect to the two energy bands within
the space charge layer, the density of electrons and holes and consequently the
conductivity varies. Usually, the effects are small. In the case of germanium and
silicon for which large crystal slices are available, variations of conduction in the
order of 0.1–1% can be expected. These changes were measured in a bridge type
of arrangement. The two ohmic contacts should be symmetrical to the semicon-
ductor–liquid junction [32]. A quantitative evaluation is given in Section 5.2.
Another way ofmeasuring the surface conductivity and its changes is the appli-

cation of amicrowave signal. The absorption of amicrowave is proportional to the
density of free carriers in a semiconductor and accordingly to the conductivity of
a corresponding sample. The advantage compared to conventional conductivity
measurements is here that it is a contactless method as first shown by Bogomolni
et al. [33]. Themicrowave setup is based on a rectangular X-band waveguide with
a microwave frequency of the order of 10GHz as shown in Figure 4.17. The mi-
crowaves penetrate the semiconductor from the backside of the electrode and
are reflected at the semiconductor–electrolyte interface. The sensitivity can be
strongly enhanced by modulating the electrode potential by a sinosoidal modu-
lation of the order of 30–50mV (corresponding to about 1 kT) [34]. The modu-
lated reflected intensity of the microwave is also proportional to the correspond-
ing conductivity variation (ΔR ∼ Δσ). The quantitative evaluation is given in
Section 5.2.3.

Figure 4.17 Microwave circuit with electrochemical cell and impedance equipment,
C.E. counter electrode, R.E. reference electrode, ohmic back contact (after [35]).
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4.6
Flash Photolysis Investigations

In studies of the properties of semiconductor particles or corresponding colloidal
solutions, the formation of intermediates needs to be measured. This is usually
done by employing a laser flash apparatus, as has been commonly used in photo-
chemistry for many decades. The principle is as follows.
A pulse laser is used to excite a primary system such as a colloidal solution.

The absorption of a possible transient formed by the laser pulse is thenmeasured
by using a continuously emitting xenon lamp. In the eighties and early nineties
the principal setup was used for measurements in the range of time intervals of
nanoseconds. Here, an excimer laser pumps a dye laser at a certain pulse fre-
quency, and the corresponding laser emission is used for the excitation of a col-
loid. The advantage of the dye laser is that different excitation wavelengths can be
selected by using the appropriate dye. The xenon light beam passes the cell per-
pendicularly to the laser beam, and is focused on the entrance slit of a monochro-
mator, and is finally detected by a multiplier detection system. Such a system en-
ables themeasurement of a complete absorption spectrum of a transient and also
its decay time.
During the past 10–15 years, the demand for determining intermediates in the

range of pico-and femtoseconds range has been increasing considerably. This is
a much more complicated task. A transient absorption spectrometer is set up as
shown in Figure 4.18 [36]. The amplified laser produces< 60 fs pulses centered at
810 nm with a 1 kHz repetition rate and pumps two independently tunable opti-
cal parametric amplifiers (OPA) producing visible and near-infrared pulses for the
respective pump and probe arms of the apparatus. The Topas OPA allows a wide
tunability in both the pump (290nm–2.3 μm) and probe (290nm–10 μm) pulses.
A white-light probe can also be used, for which ultra-broadband pulses are gen-
erated in a 2mm sapphire window. This type of investigation is mainly applied for
studies of a nanocrystalline particle as shown in Section 9.4.1.

4.7
Surface Science Techniques

It has been shown inChapter 3 that electrodes (metals and semiconductors) inter-
act with the electrolyte which strongly influences the optoelectronic properties of
the junction. Frequently, it is very difficult to identify the microscopic and molec-
ular nature of the states at the interface. Better scientific understanding demands
a spectroscopic identification of the surface and the interface states. Several spec-
troscopic methods are available which allow the analysis of the chemical, struc-
tural and, also, electronic properties of the surface.
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Figure 4.18 (a) Transient absorption spec-
trometer setup. The upper right shows the
Quantronix Ti:Sapphire amplifier combined
with the KLM Ti:S Oscillater as a laser light
source to produce pulses of 60 fs at 1 kHz rep-
etition rate, determining the rate of sample
pump and probe pulses from the indepen-
dently tunable optical parametric amplifiers
as well as the white light probe (2mm-thick
sapphire windows). The system offers exten-
sive tunabilities in the photoexcitation (pump
290nm–2.3mm) and probe (290nm–10mm)

beams. The various light beams finally pass a
monochromator and are detected by a suit-
able photocell. (b) Schematics of a typical
pump-probe experiment. The delay between
pump and probe pulses are controlled and
the intensity of the transmitted pulse is mea-
sured as a function of the delay. (c) Example
of the data acquired via transient absorption
technique, showing a photoinduced transmis-
sion bleach with ultrafastrise and partial signal
decay (after [36]).

4.7.1
Spectroscopic Methods

Infrared spectroscopy (IR) is a fairly simple in situ method. Since the absorp-
tion coefficients of molecular vibrations are rather low, it is impossible to de-
tect the IR absorption of a molecule adsorbed or bonded to the semiconductor
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Figure 4.19 Si sample design for attenuated total reflection (ATR) measurements (after [20]).

surface, merely by an ordinary vertical transmission measurement. This prob-
lem was solved by using attenuated total reflection (ATR) spectroscopy, as in-
troduced by Harrick [17], and first applied to semiconductor–liquid junctions by
Beckmann [18, 19]. In this technique, the incident IR light beam is introduced
via a prism into a semiconductor, at such an angle that total internal reflection
occurs at the semiconductor–liquid interface, as illustrated in Figure 4.19. Total
reflection is possible if the refractive index of the semiconductor is higher than
that of the liquid, a condition which is usually fulfilled for semiconductors. In or-
der to achieve a sufficiently high sensitivity, relatively large crystals are required
for a large number of reflections. Since these conditions are only fulfilled with Ge
and Si, appropriate IR measurements have mostly been performed with Si which
is transparent over a large wavelength range.
There is one disadvantage of this method insofar as the light beam which is

reflected at the Si–liquid interface penetrates into the liquid over a certain depth
(up to one-tenth of the wavelength near the critical angle), so that the light could
also be absorbed by molecules in the solution. The sensitivity could be further
increased by modulating the electrode potential [20, 21]. The latter technique is
of special interest for studying changes in surface composition.
Other methods for the spectroscopic analysis of metal and semiconductor

surfaces are, however, only sufficiently sensitive in an ultrahigh vacuum (UHV),
which makes in situ application impossible. Thus, ex situ techniques have pri-
marily been applied. The question arises, however, whether an emersion of the
semiconductor electrode from the liquid changes the conditions at the interface.
It is generally assumed that there is a strong chemical interaction which is not
changed during emersion, and also the electrochemical double layer may be pre-
served so that an analysis of surface species is still possible. On the other hand,
certain surface transformations may occur during the evaporation of the liquid.
In addition, impurities, such as hydrocarbons,may be adsorbed during the trans-
fer into the vacuum system. In order to avoid the latter problem, experimental
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equipment has been developed by which an electrochemical cell is coupled with
a UHV system (see, e.g., [22]). Various methods are used for the surface analysis.
UV photoelectron spectroscopy (UPS), X-ray photoelectron spectroscopy

(XPS), and low-energy electron diffraction (LEED) aremost commonly applied in
this context. In the first method, UPS, electrons are excited by UV light (sources
He i = 21.22 eV; He ii = 40.82 eV) and information on the electronic structure
of the valence band region is obtained. The second method, XPS, provides infor-
mation about the elemental composition and the valence states of the elements.
Here, X-ray excitation is used (possible radiation sources: MgKα = 1253.6 eV
or AlKα = 1486.6 eV). In both methods, the emitted electrons are analyzed as
current densities in dependence of their kinetic energy. Since the XPS signals
depend not only on elemental composition but are also sensitive to the chemical
environment of specific atoms, valuable information on a molecular structure
can be obtained (see Chapter 8). LEED is used for the analysis of the geometric
structure of the surface. Details of these and other methods applicable in com-
bined electrochemical/UHV systems are very well discussed in a review article
by Jägermann [23].
There are a small number of reports on the ex situ surface analysis of semi-

conductor electrode surfaces. Usually, products formed during an electrochem-
ical reaction have been determined. On the other hand, there are only very few
systematic studies and all of these were performed with transition metal chalco-
genides. It would be beyond the scope of this book to describe these investigations
and the reader is referred to the literature [23, 24].
One notable experimental difficulty is the formation of really clean surfaces;

these can only be obtained and conserved under UHV conditions at a residual
gas pressure of the order of 10−10 mbar. A very convenient technique for pro-
ducing a clean surface is the cleavage of a suitable crystal under UHV. Since the
cleavage plane of III–V and II–VI compounds is the (110) plane, most analytic
investigations of clean surfaces in UHV have been done at that plane, whereas
electrochemical measurements have generally been donewith the (100) and (111)
planes. In the case of layered transition chalcogenides, clean van der Waal faces
can be prepared simply by stripping off one surface layer. This cleavage can easily
be performed in solutions by using scotch tape to pull off a layer.

4.7.2
In situ Surface Microscopy (STM and AFM)

STM is one method of investigation. Here, a metal tip is brought very close to
the surface of the sample to be investigated so that a tunneling current can flow
between a tip and a sample when a suitable voltage is applied, as illustrated in
Figure 4.20. When the tip is moved along the surface, the tunneling current can
be kept constant by moving the tip up or down depending on the flatness or con-
tour of the sample surface (constant current mode). These small up-and-down
movements are achieved by means of a piezocrystal at the back end of the tip (not
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Figure 4.20 Operation of scanning tunneling microscopy (STM) (after [31]).

shown in Figure 4.20). The corresponding voltage variations at the piezocrystal
are taken as a measure of the topography of the surface [25, 26].
During the 1990s, in situ STM measurements have been successfully per-

formed for solid surfaces in contact with an electrolyte, and atomic resolution
has been obtained. In the case of metal electrodes, topics such as the adsorption
of monomolecular layers, the structure of underpotential-deposited layers, and
other areas have been studied [27]. The in situ application of STM to semiconduc-
tor electrodes is a little more difficult because there exist the following limitations
concerning the tunneling current. Even for low tunneling currents, there is still a
liquid layer between the sample and the tip. The semiconductor–liquid junction
actually determines the barrier height. As discussed in Chapter 5 in detail, the
position of the energy bands at a semiconductor–liquid interface is determined
by the interaction of the semiconductor and the contacting liquid and not by the
properties of the metal tip. Accordingly, a certain energy band bending occurs

Figure 4.21 Electron transfer at a semiconductor–metal tip tunneling barrier
in STMmeasurements (after [28]).
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at the semiconductor–liquid interface at equilibrium, as shown for an n-type
semiconductor in Figure 4.21a. In this case, almost no electrons can be trans-
ferred from the semiconductor to the metal tip. It is quite clear from Figure 4.21
that an electron transfer (tunneling current) from the semiconductor to the tip
is only possible under cathodic polarization of the semiconductor electrode, as
illustrated in Figure 4.21b,c. Accordingly, STM pictures of semiconductor elec-
trodes were only obtained at suitable electrode potentials. The STM technique
has mainly been applied to corrosion studies and to the etching of semiconductor
electrodes (Si, GaAs) [28–30].
It should be emphasized that the STM technique is only applicable for a conduc-

tive surface or electrode. Accordingly, problems may arise if an insulating oxide
layer is formed on a semiconductor surface. This problem is avoided by applying
atomic force microscopy (AFM). In this case, the mass attraction and repulsion
between a tip and a sample is measured, which is independent of the conductiv-
ity of insulating layers at the surface of a given sample. In order to have sufficient
sensitivity, the tip vibrates at a given resonance frequency and the change of this
frequency is taken as a measure of the distance between the tip and the sam-
ple [27].
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Chapter 5
Solid–Liquid Interface

5.1
Structure of the Interface and Adsorption

If a metal or a semiconductor comes into contact with liquid, then ions or
molecules in the solution may be adsorbed at the electrode or chemical bonds
may even be formed with a molecule or preferentially with the liquid molecules,
depending on the type of electrodematerials. One must distinguish here between
adsorption as a result of electrostatic attraction and specific adsorption, which
is accompanied by bond formation. For instance many semiconductors exhibit
strong affinity for water, leading to a bond formation with hydroxyl groups or
hydrogen. Examples are germanium or oxide semiconductors such as TiO2 as
illustrated in Figure 5.1a and b. In a few cases, the composition of electrode sur-
faces has been studied in more detail using special infrared techniques which will
not be discussed here. More quantitative information has been obtained with
TiO2 powders, that is, with TiO2 particles. Here suitable suspensions or colloidal
solutions have been titrated and the following equilibria have been found [1]:

TisO− +H+ ⇔ TisO–H (pK1 = 8) (5.1)

TisO–H +H+ ⇔ TisOH+
2 (pK2 = 4.5) (5.2)

in which the subscript s refers to a surface atom. According to these results two
pK values have even been found.
The structure of the surface layer also depends on the orientation of the semi-

conductor single crystal as has been shown for ZnO. Because of the wurtzite
lattice of the crystal, two different surfaces can be prepared, namely one which
consists only of Zn ions ((0001) surface) and a second where only oxygen is ex-
posed to the electrolyte ((0001̄) surface) as shown in Figure 5.1c [2]. Other inter-
esting examples are layered dichalcogenide crystals with the composition MX2
(M = transition metal, X = S, Se, Te). These are characterized by sheets of cova-
lently bound X–M–X sandwiches, the latter being kept together by van derWaals
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Figure 5.1 Surface structure of various semiconductors: (a) Ge; (b) TiO2; (c) ZnO; (d) layered
dichalcogenides (MX2).

forces, that is, the interactionbetween these layers is ratherweak (Figure 5.1d). Be-
cause of the layered structure, strong anisotropic properties have been observed.
For example, the crystals can easily be cleaved along the van der Waals gap, lead-
ing to defined and fairly defect-free surfaces. Such a surface produced by cleavage
exhibits only a very small interaction with the solvent.Only at steps perpendicular
to the layer might a free valency of the metal cause bonding to a hydroxyl group
of water.
Instead of a bonding with OH−, direct bonding with a few other ions has been

reported, for instance with F− at Ge and Si surfaces, at high F− concentrations [3].
In addition, ions may also be simply adsorbed at the surface due to electrostatic

forces. This occurs preferentially on hydroxylated surfaces, for example

Tis−OH+
2 + A− ⇔ Tis−OH+

2 A
− (5.3)

Tis−O− + K+ ⇔ TisO−K+ (5.4)

A correspondingmodel of the structure of a double layer is presented in Figure 5.2.
According to this model, the solution side of this double layer itself consists of
several layers. The first layer is formed by solvent molecules and specifically ad-
sorbed ions as discussed earlier. This is called the inner Helmholtz layer or plane
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Figure 5.2 Model for the double layer region at the metal–electrolyte interface IHP, inner
Helmholtz plane; OHP, and outer Helmholtz plane (after [4]).

(IHP). The center of electrical charge occurs at a distance x1. The latter is in the
order of angstroms. Solvated ions can only approach the electrode surface to a
distance x2. The center of their charge is called the outer Helmholtz plane (OHP).
Since the interaction between the electrode and the solvated ions involves only
long-range forces, a concentration profile of the solvated ions exists over a rela-
tively large distance, depending on their concentration. Because of their thermal
motion they are distributed in a three-dimensional region, called the diffuse layer
(or Gouy layer, see Section 5.2.2) which extends from the OHP into the bulk of
the solution.

5.2
Charge and Potential Distribution at the Interface

The formation of a double layer has considerable consequences for the charge
and potential distribution across the interface. In the case of a metal electrode
the counter charges are located just below the surface. Since, however, the car-
rier density in a semiconductor is usually much smaller than in a metal electrode,
the counter charges can be distributed over a considerable distance below the
interface, that is, a space charge layer is formed, similar to that in pure solid de-
vices (compare with Chapter 2). The potential and charge distribution across the
Helmholtz layer, Gouy layer, and space charge region will be treated separately in
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Figure 5.3 Potential distribution at the metal–electrolyte interface.

the next three sections. This topic has been treated in various reviewarticles [5–9]
and books [10, 11].

5.2.1
The Helmholtz Double Layer

Considering at first a metal electrode and assuming that cations are specifically
adsorbed at the electrode surface; then the equivalent negative counter charge oc-
curs just below themetal surface, as indicated in Figure 5.3. This charge separation
causes a corresponding potential ΔφH across the interface as also shown in Fig-
ure 5.3. It is partly determined by the specifically adsorbed ions and in addition by
the solvated ions within the outerHelmholtz layer. Assuming for instance that the
formation of the inner Helmholtz layer is due to the reaction of the electrode with
the solvent, an outerHelmholtz layermay be formed due to electrostatic forces on
ions formed upon addition of a conducting salt to the electrolyte. At high concen-
trations all of these charges are concentrated within the outer Helmholtz layer; at
low concentrations the charges are distributed over a much thicker diffuse layer
as described in Section 5.1 (see, e.g., [4]). The case of the diffuse layer will be an-
alyzed separately in Section 5.2.2.
As already discussed in Section 3.2, the potential across a single solid–liquid in-

terface cannot be measured. One can only measure the potential of an electrode
vs a reference electrode. It has already been shown in Section 3.2 that a certain
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potential is produced at a metal or semiconductor electrode upon the addition
of a redox system, because the redox system equilibriates with the electrons in
the electrode, that is, the Fermi level on both sides of the interface must be equal
under equilibrium. It should be emphasized here that the potential caused upon
addition of a redox couple to the solution occurs in addition to that already formed
by the specific adsorption of, for instance, hydroxyl ions. A variation in the rela-
tive concentrations of the oxidized and reduced species of the redox system leads
to a corresponding change of the potential across the outer Helmholtz layer, as
required by Nernst’s law (see Eq. (3.47)), which can be detected by measuring the
electrode potential vs a reference electrode. However, there still exists a potential
across the inner Helmholtz layer which remains unknown.
As already mentioned, the charges are concentrated within the inner and outer

Helmholtz layer at high ion concentrations. In this case, the double layer acts as
parallel-plate capacitor. The charge densityQi stored in such a capacitor, is related
to the voltage drop U by

Qi =
εε0
x1

U (5.5)

where ε is the dielectric constant of the medium, ε0 is the permittivity of free
space, and x1 the spacing. The differential capacity is then given by

CH =
dQi

dU
=

εε0
x1

(5.6)

Using ε = 20 and x1 = 5 × 10−7 cm, one obtains CH ≈ 3 × 10−5 F cm−2. This
capacity value agrees with the experimental data within an order of magnitude.
This Helmholtz capacity is independent of the electrode potential, that is, in the
case of a metal electrode any external variation of the electrode potential leads
only to a corresponding change of the charges on both sides of the interface.

5.2.2
Gouy Layer in the Electrolyte

As already discussed in Section 5.1, at lower ion concentrations the charges near
the interface are distributed over a diffuse layer. In this case, the charge balance
at the interface is given by

Qsol = QH + Qd (5.7)

in which Qsol represents the charge in the solid, QH in the inner Helmholtz layer
and Qd in the diffuse layer. In the case of the diffuse double layer, the correspond-
ing capacity is given by

Cd =
dQd

dφ
=

(
2z2e2εε0c0

kT

)
cosh

(
zeΔφ0

2kT

)
(5.8)

in which Z is the number of ion charges, c0 the ion concentration per cm3 in
the bulk of the solution, and Δφ0 the potential difference between the electrode
surface and the bulk of the solution.
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This is a differential capacity because it depends on the potential Δφ0. The total
capacity for a metal–liquid interface can be considered as two capacitors, namely
CH and Cd, in series. We have then

1
CH,d

= 1
CH

+ 1
Cd

(5.9)

This has been verified experimentally; examples are given in [4, 12]. Evaluations
of corresponding data have shown that Cd ≪ CH for ion concentrations of c <
10−3 M. Accordingly, any potential drop across the diffuse double layer can be ne-
glected for higher ion concentrations. Since in experiments with semiconductor
electrodes the occurrence of a Gouy diffuse, double layer complicates the anal-
ysis of the data, only solutions containing a conducting salt of high concentra-
tion (≥ 10−2 M) are used. This is also the reason why the derivation of Eq. (5.8)
(see [4, 12]) is ignored here. Its origin will be discussed again in conjunction with
the space charge layer in the semiconductor.

5.2.3
Space Charge Layer in the Semiconductor

In contrast to metals, the carrier density in a semiconductor is much smaller. Ac-
cordingly, in a semiconductor electrode the charge in the solid (counter charge to
Qsol) is distributed over a certain range below the surface. The resulting poten-
tial and charge distribution are shown in Figure 5.4. As already mentioned in the
previous section, we consider here an electrolyte with a high ion concentration so
that a diffuse layer on the solution side can be neglected.
The potential and charge distribution within the space charge region is quanti-

tatively described by the Poisson equation as given by

d2Δφsc

dx2
= − 1

εε0
ρ(x) (5.10)

Figure 5.4 Potential and charge distribution at the semiconductor–electrolyte interface.
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in which the charge density is given by

ρ(x) = e[Nd − Na − n(x) + p(x)] (5.11)

in which x is the distance from the surface and Nd and Na are the fixed ionized
donor and acceptor densities, respectively, which are given by the doping of the
semiconducting material. The electron and hole densities n(x) and p(x) vary with
the distance x. According to Eqs. (1.27) and (1.30) they are given by

n(x) = Nc exp
(
−
Ec(x) − EF

kT

)
(5.12)

p(x) = Nv exp
(Ev(x) − EF

kT

)
(5.13)

Since the Fermi level is expected to be constant within the space charge region,
the position of the energy bands Ec(x) and Ev(x) vary with distance. Denoting the
carrier density in the bulk of the semiconductor by n0 and p0 one obtains

n(x) = n0 exp

(
−
Ec(x) − Eb

c

kT

)
= n0 exp

(
−
eΔφsc(x)

kT

)
(5.14)

p(x) = p0 exp

(
Ev(x) − Eb

v

kT

)
= p0 exp

(eΔφsc(x)
kT

)
(5.15)

in which Ec and Ev are the energy bands in the bulk. The latter equations imply a
Boltzmann distribution within the space charge layer. In the bulk of the semicon-
ductor, far from the surface, charge neutrality must exist. Therefore,

Nd − Na = n0 − p0 (5.16)

Inserting Eqs. (5.11), (5.14), (5.15), and (5.16) into Eq. (5.10) we have

d2(Δφsc)
dx2

= e
εε0

[
n0 − p0 − n0 exp

(
−
eΔφsc

kT

)
+ p0 exp

(eΔφsc

kT

)]
(5.17)

Using the transformation

d2(Δφsc)
dx2

=
δ(Δφsc)

δx
d(δ(Δφsc)∕δx)

d(Δφsc)
(5.18)

Equation (5.17) can be rewritten as
δ(Δφsc)

∫
0

δ(Δφsc)
δx

d
( δ(Δφsc)

δx

)
= − e

εε0

×

Δφsc

∫
0

[
n0 − p0 − n0 exp

(
−
eΔφsc

kT

)
+ p0 exp

(
eΔφsc

kT

)]
d(Δφsc) (5.19)
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After integration, the electric field s at the surface can be derived as given by

s =
d(Δφsc)

dx
||x=0 =

kT∕e
LD

G(Δφsc) (5.20a)

and

G(Δφsc) =
{

p0
ni

[
exp

(
eΔφsc

kT

)
− 1

]
+

n0

ni

[
exp

(
−
eΔφsc

kT

)
− 1

]
− e
kT

(NA − ND)
ni

Δφsc

}1∕2

(5.20b)

in which ni is the intrinsic carrier density which is determined by the equilibrium
equation (Eq. (1.32)), that is, by n0 p0 = n2

i . LD is the so-called Debye length as
given by

LD =
( εε0kT

2nie2

)1∕2

(5.21)

Similarly, by Gauss’ law the space charge required to produce the field s is

Qsc = εε0s (5.22)

The differential capacity of the space charge layer is defined by

Csc =
dQsc

d(Δφsc)
(5.23)

Inserting Eqs. (5.20a) and (5.21) into Eq. (5.23) after differentiation one obtains

Csc =
εε0
LD

cosh
(eΔφsc

kT

)
(5.24)

This equation shows clearly that the space charge capacity Csc depends strongly
on the potential Δφsc across the space charge layer, although in a rather complex
way. Before analyzing this relation in more detail, it is useful to introduce two
further equations. In accordance with Eqs. (5.14) and (5.15) the electron and hole
densities at the surface are given by

ns = n0 exp
(
−
eΔφsc

kT

)
(5.25a)

ps = p0 exp
(eΔφsc

kT

)
(5.25b)

If electrons and holes at the surface are at equilibrium we have

ns ps = np = n2
i (5.26)

Taking an n-type semiconductor as an example, the resulting Csc − Δφsc curve is
illustrated in Figure 5.5. According to Eq. (5.24), the potential range can be divided
in three sections as follows:
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1. If Δφsc is negative then the electron density at the surface becomes much
larger than that in the bulk (ns ≫ n0). This range is the accumulation region,
in which Csc rises exponentially with increasing negative Δφsc values (left side
of Figure 5.5).

2. The center range, where the capacity curve is rather flat, is characterized by a
majority carrier density being depletedwith respect to the bulk concentration,
that is, ns < n0 (depletion region) whereas ns ≫ ps. In this range, the capacity
is mainly determined by the linear term in Eq. (5.24), which originates from
the ionized donors.

3. As soon as the hole density increases above the electron density at the surface
(ps > p0), Csc increases exponentially again. Since Csc is here entirely deter-
mined by theminority carriers, this range is called the inversion region. Using
a p-type electrode instead, the resulting capacity curve would be a mirror im-
age to that obtained for the n-type electrode, that is, the accumulation range
would occur at positive Δφsc values.

As will be shown in the following, the depletion region plays a dominant role in
the analysis of the potential distribution of the semiconductor–electrolyte inter-
face. As already mentioned, in this range the linear term in Eq. (5.24) dominates
whereas the exponential terms can be neglected. In this case, one obtains

1
C2
sc

=
(2LD, eff

εε0

)(eΔφsc

kT
− 1

)
(5.27)

in which LD, eff is the effective Debye length as given by

LD, eff =
(
εε0kT
2n0e2

)1∕2

(5.28)

The latter equation is in principle identical to Eq. (5.21), only ni is replaced by
n0. A plot of 1∕C2

sc vs Δφsc for an n-type electrode is presented in Figure 5.6. At
Δφsc = kT∕e which is nearly zero (kT∕e = 0.025V), the energy bands are flat
and 1∕C2

c = 0. The slope is determined by the Debye length and therefore by
the doping. In the literature, Eq. (5.27) is usually known as the Mott–Schottky
relation.
Equation (5.24) also becomes very simple in the case of an intrinsic semicon-

ductor in which the electron and hole densities are equal (n0 = p0 = ni). One
obtains then

Csc =
εε0
LD

cosh
(
eΔφsc

kT

)
(5.29)

A corresponding plot of log Csc vs Δφsc is shown in Figure 5.7. The minimum
occurs at Δφsc = 0. At first sight, it may be surprising that Csc is not zero at the
minimum because there is then no space charge. The reason for a finite Csc value
at the minimum is that Csc is a differential capacity and dQsc∕d(Δφsc) is not zero
at Δφsc = 0.
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Figure 5.5 Accumulation, depletion and inversion layer at the semiconductor–electrolyte in-
terface: (a) space charge capacity Csc vs potential across the space charge layer Csc; (b) energy
model.

It should be mentioned here that the capacity of the space charge layer in an
intrinsic semiconductor looks very similar to that of the diffuse Gouy layer in the
electrolyte (compare with Eq. (5.8)). This is very reasonable because the Gouy
layer is also a kind of space charge layer with ions instead of electrons as mobile
carriers. Cd was actually derived by the same procedure as given here forCsc. Sim-
ilarly as in the case of CH and Cd, the space charge capacity Csc and theHelmholtz
capacity CH can be treated as capacitors circuited in series. We then have

1
C

= 1
Csc

+ 1
CH

(5.30)
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Figure 5.6 Mott–Schottky plot of the space charge capacity vs potential across the space
charge layer (C−2

sc vs Δ𝜙sc) for an n-type semiconductor electrode (theoretical curve).

Figure 5.7 Space charge capacity Csc vs potential across the space charge layer Csc for an
intrinsic semiconductor (theoretical curve).

Accordingly, the space charge capacity can only be measured for Csc < CH. This
condition can usually be fulfilled with semiconductors of a carrier density smaller
than n0 = 1020 cm−3. In addition, a thickness of the space charge layer dsc can
be derived using the relation d = εε0∕C (valid for a capacitor with fixed plates).
Applying this to a depletion layer, from Eq. (5.27) one obtains

dsc = 2LD, eff

( eΔφsc

kT
− 1

)1∕2

(5.31)

The thickness increases with increasing potential Δφsc across the space charge
region. For instance for Δφsc ≈ 0.5V, we have dsc ≈ 10LD, eff. Taking a semicon-
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ductor of a typical doping of n0 = 1017 cm−3 one obtains LD ≈ 10−6 cm (ε = 10)
and accordingly Dsc ≈ 10−5 cm.
It should be mentioned here that the method of surface conductivity can also

be applied to studying the space charge layer. The surface conductivity can be
derived as follows.
In the space charge region, the carrier densities are different from those in the

bulk. For an upward band bending, the distance between the Fermi level and con-
duction band is increased and that between EF and the valence band is decreased,
so that the electron density n(x) is smaller and the hole density p(x) is higher in
the space charge region compared with the bulk. The excess of charges over the
whole space charge region is defined as [13]

ΔN = ∫ [n(x) − n0]dx ; ΔP = ∫ [p(x) − p0] dx (5.32)

Using Eq. (5.18), this equation can be transformed into

ΔN = LDn0

Δφsc

∫
0

[(
exp

(
−eΔφsc∕kT

)
− 1

)
G(Δφsc)

]
d(Δφsc) (5.33a)

ΔP = LD p0

Δφsc

∫
0

[(
exp

(
eΔφsc∕kT

)
− 1

)
G(Δφsc)

]
d(Δφsc) (5.33b)

in which G(Δφsc) is given by Eq. (5.20a). Equation (5.33) have been evaluated and
tabulated in [14]. The change of the conductivity Δσ is then given by

Δσ = e(μnΔN + μpΔP) (5.34)

in which μn and μp are the mobility of electrons and holes, respectively. This
method has been successfully applied only in a very few cases (Ge and Si) because
of the problem of a parallel conductance through the electrolyte.
As already described in Section 4.4.3, information on the potential distribution

across the interface can also be obtained by microwave reflection measurements.
The reflection Rm depends on the conductivity. The most sensitive method is the
measurement of the small-amplitude potential modulated microwave response
ΔRm which is proportional to the corresponding modulation of the surface con-
ductivity Δ(Δσ). We have then for an n-type semiconductor

ΔRm = Δσ0 + Δ(Δσ0) = Δσ0 +
eμn

d

d

∫
0

Δ(Δn)dx (5.35)

in which d is the sample thickness. The solution of the integral is a similar pro-
cedure as for the space charge capacity Csc . It can be shown that under depletion
conditions ΔRm is related linearly to Csc by [51, 52]:

ΔRm = SμeCsc
ΔU
d

(5.36)
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where S is the sensitivity factor and ΔU is the potential modulation. It follows that
the plot of ΔR−2

m vs φsc should be equivalent to a Mott–Schottky plot as given in
Figure 5.15 (cf. Section 5.3.2).

5.2.4
Charge Distribution in Surface States

At a semiconductor surface, the crystal lattice is interrupted. In consequence sur-
face states within the bandgap may exist at the surface as already discussed in
Chapter 2. Charges can be stored in surface states. The occupation by electrons
depends on the position of the Fermi level with respect to such a surface state.
The charge is given by

Qss = e f Nt (5.37)

in which N t is the density of surface states given in cm−2 and f is the Fermi func-
tion (compare with Eq. (1.25)) as given by

f = 1
1 + exp

(
EF − Et∕kT

) (5.38)

Since the distance between the Fermi level EF and the energy bands varies with
Δφsc (see Section 5.3) f is also changed. If EF = Et, the surface state is half-
occupied (F = 0.5), as shown in Figure 5.8. Since the charge Qss depends on the
potential across the space charge layer, a differential surface state capacity can be
defined by

Css =
dQss

d(Δφsc)
= eNt

d f
d(Δφsc)

(5.39)

Figure 5.8 Fermi function f and surface state capacity Css vs potential across the space charge
layer Δ𝜙sc (theoretical curve).
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As can be recognized very easily, d f ∕(dΔφsc) and therefore Css passes a maxi-
mum at EF = Et as also shown in Figure 5.8. Since the charge in the space charge
layer and in the surface states is always varied in equal directions, Css must be
parallel to Csc.

5.3
Analysis of the Potential Distribution

From 1970 until about 2000 the potential distribution at many semiconductor
electrodes has been studied. In the early stage of semiconductor electrochem-
istry, primarily germanium and silicon electrodes were investigated because well-
defined single crystals were available. It turned out much later that very impor-
tant basic information had been obtained, especially with intrinsic germanium
electrodes (n0 = p0), as will be shown as follows. In the following, Ge, Si, and
compound electrodes will be treated separately.
According to Figure 5.4, the potential at a semiconductor electrode interface is

composed of a potential across the Helmholtz layer ΔφH and across the space
charge layer Δφsc, provided that the potential across the Gouy layer can be ne-
glected. The electrode potential UE measured vs a reference electrode is then
given by

UE = Δφsc + ΔφH + const. (5.40)

The constant contains all potentials at the reference electrode which are not
known (see also Chapter 3). In the case of a metal electrode in which no space
charge layer exists, it is clear that any variation of the electrode potential leads
to a corresponding change of ΔφH. With semiconductor electrodes, however, in
principle both potentials Δφsc and ΔφH can be varied. This must be analyzed for
each material.

5.3.1
Germanium Electrodes

The first capacity measurements with germanium were performed in 1957 by
Bohnenkamp and Engell [15], who observed a minimum in the capacity when
varying the electrode potential. It took another 5 years before the potential distri-
bution was investigated quantitatively at nearly intrinsic Ge electrodes by using
capacity [16] and surface conductivity [17] measurements as shown in Figures 5.9
and 5.10. In both cases, a minimum of the Csc and Δσ vs UE curves was found
(dots). The theoretical curveswere calculated by using Eqs. (5.29) and (5.34) (solid
lines) and plotted against Δφsc (upper scale). The two scales UE and Δφsc were
shifted against each other until the best fit between experimental data and theo-
retical curves were obtained.
Since there was such an excellent agreement between the theoretical and ex-

perimental curves, it was concluded that any variation of the electrode potential
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Figure 5.9 Log Csc vs electrode potential UE for an intrinsic germanium electrode in aqueous
solutions (see text for fuller description) (after [13]).

Figure 5.10 Surface conductivity Δσ vs electrode potential UE for intrinsic germanium
electrode in aqueous solutions (see text for fuller description) (after [17]).

occurs across the space charge layer, that is, according to Eq. (5.40)

ΔUE = Δ(Δφsc) (5.41)

Therefore, the potential across the Helmholtz layer ΔφH remains constant. This
is a very important result which had already been obtained at a very early stage
of research in semiconductor electrochemistry. The importance of this result will
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be seen to be even more pronounced in connection with the discussion of com-
pound semiconductors (Section 5.3.3). The minimum of the curves in Figures 5.9
and 5.10 corresponds then to an electrode potential where the energy bands are
flat as far as the surface. The corresponding electrode potential is called the flat-
band potential Ufb.
It should be mentioned that the theoretical capacity curve could only be fitted

to the experimental values, the Csc values had been multiplied by a factor of 1.3
which corresponds to a slight linear shift on the logarithmic Csc scale in Figure 5.9.
This has been interpreted as a roughness factor by which the geometric surface
area has been corrected.
Another important conclusion has been drawn from the capacity–potential

curve in Figure 5.9. Since the experimental data could be fitted very well to the
theoretical Csc − Δφsc curve it has been concluded that no surface states affect
the experimental capacity curve. According to a quantitative evaluation of the ex-
perimental results, the density of surface states must be smaller than 1010 cm−2.
Since this density is very small Brattain and Boddy concluded that a Ge surface
which is in contact withH2Oexhibits a “perfect” surface [16]. This result was very
surprising because Ge or Si surfaces produced by cleavage in ultrahigh vacuum
exhibit a much higher density of surface states (≈ 1012 cm−2). Accordingly, due to
the reaction of germanium with H2O, the corresponding germanium hydroxide
surface contains an extremely small number of dangling bonds. The electronic
states of the Ge–OH surface groups must be located at or very near to the con-
duction and valence bands so that they are not detectable.
The ideal capacity or surface conductivity curves as presented in Figures 5.9 and

5.10 have only been obtained after anodic prepolarization of theGe electrodes and
during a fast potential scan from anodic toward cathodic potentials. This result
indicates that there are other factors which influence the surface properties of Ge
electrodes. Before discussing these phenomena, it should be mentioned that the
capacity and the surface conductivity curves depend on the pH of the solution.
The corresponding minima as determined after anodic prepolarization are given
by curve in Figure 5.11a as has been measured by several authors [17–19]. The
slope of this curve is 64mV/pH above pH 4. According to this result, the electrode
potential at which the minimum of the capacity curve occurs (Δφsc = 0) is given
by

UE,min = ΔφH + const. (5.42)

This effect has been interpreted by a dissociation of the double layer as given
for a (111) surface by [18]

≡Ge−OH +OH− ⇔ ≡Ge−O− +H2O (5.43)

The equilibrium condition is given by

μGe−OH + RT ln(xGe−OH) = μGe−O− + RT ln(μGe−O−)
− FΔφH + μH + 2.3 pH (5.44)
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Figure 5.11 Potentials of capacity minima after anodic (curve a) and cathodic (curve b) prepo-
larization of intrinsic Ge electrodes with dependence on the pH of the solution (after [18]).

in which x is the molar ratio and μi the chemical potential of the various surface
species. For electrostatic reasons, xGe−O− must remain small so that xGe−OH ≈ 1.
One obtains then from Eq. (5.44)

ΔφH =
(RT

F

)
pH + const. (5.45)

As already mentioned, each of these results was obtained after anodic prepolar-
ization. If the same types of measurements are done after cathodic polarization
then the capacity curve and its minimum occur at more cathodic potentials, as
illustrated in the upper part of Figure 5.12. The pH-dependence of this minimum
is also given in Figure 5.11 (curve b). According to this result, the potential across
the Helmholtz layer ΔφH is different from that obtained after anodic prepolar-
ization. Simultaneously, the current–potential curve has been measured with the
intrinsic Ge electrode during a cathodic and the corresponding reverse anodic
potential sweep (see lower part of Figure 5.12). Using a certain scan rate (here
0.35V s−1) the potential scale also corresponds to a time scale. Since current flows
only within a certain potential range or within a limited time interval, the charge
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Figure 5.12 Curve a: Space charge capacity (right scale) of intrinsic Ge vs electrode poten-
tial after anodic and cathodic prepolarization at pH 2. Curve b: Current–potential curve. Both
measurements were performed at a scan rate of 0.35 V s−1 (after [22]).

transferred in this processmust be limited. An evaluation of the current–time de-
pendence, that is, an integration over the j–t peaks, yields a charge corresponding
to about one monolayer. According to this result, the formation of a hydride layer
on the surface has been postulated [20]:

≡Ge−OH + 2H+ + e− ⇔ ≡Ge−H +H2O + p+ (5.46)

Gerischer et al. predicted that the reduction of the ≡Ge−OH surface occurs by
a transfer of an electron via the conduction band and by a simultaneous injection
of a hole into the valence band. Details concerning charge transfer processes are
given in Chapter 7. A further proof of Eq. (5.46) is given below (see Eqs. (5.48)
to (5.50)). A pH-dependence was also found in the case of a hydride surface (curve
b in Figure 5.11), whichwas explained by a dissociation of the double layer as given
by [20]

≡Ge−H +OH− ⇔ ≡Ge− +H2O (5.47)

It is interesting to note that the capacityminima and therefore the potential across
the Helmholtz layer become independent of pH below pH 4, as shown by curves a
and b in Figure 5.11. This result is understandable on the basis of the dissociation
equilibria given by Eqs. (5.43) and (5.47). However, it may not be concluded from
this result that there is no longer a potential drop across theHelmholtz layer at low
pH. This becomes clear when comparing the capacity minima for the hydroxide
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(UE ≈ +500mV) and hydride surfaces (UE ≈ +30mV) at low pH. Since these
have different positions, ΔφH differs by more than 0.5V for the two cases. This
behavior can only be explained by a different electrical moment of the hydroxide
and hydride surfaces. Accordingly, the Helmholtz potential at a Ge electrode is
caused by a dissociation double layer and a dipole within the surface layer.
Even more insight into the potential and charge distribution at the germa-

nium-electrolyte interface was obtained by experiments with solutions contain-
ing H2O2. In this case only, the capacity curve corresponding to the ≡Ge−OH
surface was observed. In addition, a cathodic current was found under station-
ary polarization which corresponds to the reduction of H2O2. Since this current
occurred just in that potential range where the reduction of the ≡Ge−OH sur-
face was found, Gerischer et al. postulated a surface radical to be involved as an
intermediate in the reduction given by Eq. (5.46) [21]. We then have

≡Ge−OH +H+ + e− ⇔ ≡Ge∙ +H2O (5.48a)

≡Ge∙ +H+ ⇔ ≡Ge−H + p+ (5.48b)

In the presence of H2O2, the following reactions occur:

≡Ge∙ +H+ +H2O2 + e− ⇔ ≡Ge−OH +H2O (5.49)

≡Ge−H +H2O2 ⇔ ≡Ge−OH +H2O (5.50)

In the first reaction, Eq. (5.49), the reduction of H2O2 and the oxidation of the
radical ≡Ge∙ involves an electron transfer whereas the other (Eq. (5.50)) is a pure
chemical process. It is clear from this set of reactions that the hydroxide surface
is the only stable component in the presence of H2O2. In addition, it explains the
occurrence of a stationary cathodic reduction current. It should be mentioned
here that there are different ways of testing whether a reaction involves electron
or hole transfer, as will be discussed in detail in Chapter 7.
Concerning the charge distribution at the interface the formation of a surface

radical (dangling bond) is of special interest. This surface species is equivalent to
a surface state, and its energy position is expected to occur somewhere within
the bandgap of the semiconductor and to be detectable either as an additional
capacity (see Eq. (5.39)) or by surface recombination measurements (see Sec-
tion 4.3). Appropriate capacity measurements did not give any indication of an
additional capacity which could be related to surface states. On the other hand,
a pronounced surface recombination velocity (minimum in the short-circuit
current) was detected during the reduction of the ≡Ge−OH surface as shown
in Figure 5.13 [22]. The corresponding experiment was performed as follows.
After the electrode had been prepolarized anodically, the first sweep toward ca-
thodic potentials did not show any surface recombination. Stepping, however,
quickly to a potential at which ≡Ge∙ and ≡Ge−H were formed, staying there for
a certain time interval and sweeping back toward anodic potentials led to the
occurrence of surface recombination (Figure 5.13). The surface recombination
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Figure 5.13 Short-circuit current js (surface recombination velocity s ∼ js) vs electrode poten-
tial of an intrinsic Ge electrode at pH 2. Parameters of the different curves: cathodic prepolar-
ization times at−0.5 V (saturated calomel electrode, SCE); scan rate: 0.5 V s−1 (after [22]).

decreased with increasing polarization times and almost disappeared when the
formation of ≡Ge−H was completed. In the presence of H2O2 in the solution,
surface recombination was also detectable under stationary conditions as ex-
pected according to the reaction scheme given earlier. The kinetics of all surface
processes has been worked out in detail [22, 23]. A full description would be
beyond the scope of this chapter.
It should be mentioned that surface states were also formed on a ≡Ge−OH

surface by dipping the electrode into a solution containing a small concentration
(10−7 M) of Au3+, Ag2+, or Cu2+ ions, detected as an additional peak in the capac-
ity curve or by surface recombination measurements [16, 24]. A density of surface
states in the order of 1011 cm−2 was determined.
The latter results demonstrate very well the relation between surface chemistry,

dangling bonds (radicals), and properties of surface states. With hindsight, it is
rather surprising that these results shouldhave been obtained at a somewhat early
stage of semiconductor electrochemistry.
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5.3.2
Silicon Electrodes

At the early stages of semiconductor electrochemistry, the potential distribution
at the silicon–electrolyte interfacewas also studied using surface conductivity [25]
as well as capacity measurements [26]. One example, as measured with an n-
type Si electrode, is given in Figure 5.14. These experiments were performedwith
slightly doped n- and p-doped Si electrodes, because the resistivity of intrinsic
Si would be too high for an electrochemical measurement. In the case of the n-
type electrode shown in Figure 5.14, the theoretical curve could be fitted to the
experimental values of the space charge capacity. Accordingly, the externally ap-
plied voltage occurred only across the space charge layer whereas the potential
across the Helmholtz layer remained constant, as already reported for germa-
nium electrodes. On the other hand, the capacity and the surface conductivity
curves did not show a minimum, that is, they did not increase again in the range
where inversion is expected. Such an effect occurs if insufficient minority carri-

Figure 5.14 Space charge capacity vs electrode potential for an n-type silicon electrode
(1 Ω cmmaterial) in 10M HF; open circles: experimental values; solid line theoretical curve.
Curve a linear plot of Csc; curve b Mott–Schottky type of plot (after [26]).
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ers (holes in n-type) are available for building up an inversion layer. The insuf-
ficiency of minority carriers at the electrode surface is caused by transfer of mi-
nority carriers to a corresponding acceptor, for example, a redox system, in the
electrolyte. Details of charge transfer processes are described in Chapter 7. As a
consequence of this phenomenon, the space charge capacity remains determined
by the donor and acceptor density in the semiconductor, even in the range of in-
version. In other words, instead of an inversion layer, we have only a depletion
layer over the whole potential range. As derived in Section 5.2.3, in this range, the
relation between space capacity Csc and potential across the space charge region
Δφsc can be approximated by the Mott–Schottky equation as given by Eq. (5.27).
A corresponding re-plot of the normal capacity curve is also given in Figure 5.14
(right scale).This phenomenon has been observed with all doped semiconductor
electrodes, as will be discussed in more detail in Section 5.3.3.
Concerning the potential distribution at the silicon–electrolyte interface, it

should be further mentioned that here also ≡Si−OH surface is assumed in aque-
ous solutions. Investigations of the potential distribution, however, are rather
difficult because of the oxide formation. Very reliable measurements were possi-
ble in hydrofluoric acid in which any oxide formation can be avoided [26]. Also
in nonaqueous electrolytes such as H2O-free methanol, linear Mott–Schottky
curves with the proper slope have been obtained [27].
Also at a very early stage of research in semiconductor electrochemistry, Beck-

mann has investigated the silicon–electrolyte interface by infrared ATRmeasure-
ments [53]. He found that the silicon surface was covered by Si–F bonds in HF
solutions. Later on it was shown that the Si–F bonds also occur in NH4F over a
considerable pH range [54]. Measurements of the capacitance and themodulated
reflected microwave were performed with n-type silicon electrodes in fluoride
solutions. The result is shown in Figure 5.15 [55]. The extrapolation of the corre-
sponding Mott–Schottky plots of (1∕Csc)−2 and (1∕Rm)−2 to zero yield the same
flatband potential. Differences between the two curves occur in the lower poten-
tial range. The additional capacitance was interpreted by a surface state capacity.
This shows the advantage of the microwave method which depends only on the
carrier concentration whereas the impedance measurements cannot distinguish
readily between free and trapped carriers. A comparison between the capacity
and themicrowave responses allows the deconvolution of the surface state capac-
ity [51, 52].
Unfortunately, the microwave method has not been applied to other semicon-

ductors. On the other hand, conventional microwave reflection measurements
(not potential modulated) were performed with various semiconductor materi-
als during illumination [56]. The evaluation of the data are rather complex and
cannot be discussed here.
Also in nonaqueous electrolytes such as H2O-free methanol, linear Mott–

Schotty curves with the proper slope have been obtained from impedance mea-
surements with Si electrodes [27].
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Figure 5.15 The upper panel shows the ca-
pacity of n-Si calculated from the current and
the microwave reflectivity for an 8 kHz sine
wave modulation with an amplitude of 28mV.
The solution was 1M HF (pH 1.3). The fitted

curve was calculated. The flatband potential
was found at –265mV/SCE. The lowest panel
shows the Mott-Schottky plot derived from
the admittance and the corresponding plot
fort the microwave signal (after [55]).

5.3.3
Compound Semiconductor Electrodes

The potential distribution at the interface has been studied for many compound
semiconductors. Usually a straight line has been obtained when plotting 1∕C2

sc vs
UE according to Eq. (5.27), as shown, for example, in Figure 5.15 for an n-type CdS
electrode in an aqueous electrolyte [28]. In addition, the flatband potential Ufb
(Δφsc = 0) has been dxetermined by extrapolating the straight line to 1∕C2

sc → 0.
Such a linear dependence found experimentally does not necessarily mean that
the externally applied voltage occurs entirely across the space charge layer. This
can only be decided by comparing the slope of the linear dependence with the
theoretical value which can be calculated if the donor or acceptor density in the
semiconductor is knownwith sufficient accuracy (see Eqs. (5.27) and (5.28)). This
has been tested for several compound semiconductors and it has been shown that
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the externally applied voltage occurred across the space charge layer. There still
remains some uncertainty because of the roughness factor introduced in investi-
gations of germanium electrodes (Section 5.3.1).
In addition, it should bementioned thatmany publishedMott–Schottky curves

measured within a rather small potential range (around 0.5V) look like straight
lines. A closer inspection over a much larger range has frequently shown, how-
ever, that these are bent. Under these conditions, the slope of the Mott–Schottky
curves often exhibited frequency dispersion. The deviation from linearity may
have different origins. One reason is that frequently the equivalent circuit has not
been carefully investigated, that is, the measuring frequency was too low. Such a
test is especially important when measuring in a potential range where the Fara-
day current increases (see also Section 4.4.1). Another reason could be that the
electrode surface is not clean. This is found for CdS (Eg = 2.5 eV) which tends to
be covered by sulfur produced by etching or anodic reaction (Figure 5.15). The
CdS electrode could be cleaned by cathodic prepolarization in an O2-saturated
solution or by working in a polysulfide solution which dissolves the sulfur on the
surface [28]. After such cleaning, Mott–Schottky curves were found which were
linear over more than 6V. In some cases, for example TiO2, the deviation is due
to inhomogeneous doping after hydrogen treatment. There are various other fac-
tors which influence the Mott–Schottky curves, which cannot be treated here in
detail. Most other effects are due to surface reactions.
The flatband potential of many semiconductor electrodes depends on the pH,

as already described for germanium electrodes. This indicates that many semi-
conductor surfaces exhibit a strong interaction with water. Some semiconduc-
tors, such as layered transitionmetal compounds and especially their basal planes,
show a weaker interaction. This became obvious in the case of WSe2 electrodes
with which no pH-dependence was found [29, 30]. This has been explained by the
layer structure, that is, the metal atom which could form a hydroxide, is shielded
from the solution by Se atoms (Figure 5.1d). Only if many steps from one layer to
the other are present (Figure 5.16), the metal at each step can contact the liquid.
Accordingly, a pH-dependence of the flatband potential occurred after steps were
created by scratching the surface [29]. This result was confirmed by photoelectron
spectroscopic studies. Adsorption of H2O on van derWaals surfaces produced by
cleavage in ultrahigh vacuum was only found with samples cooled to liquid nitro-
gen temperatures.When these sampleswere heated up to room temperature H2O
was completely desorbed [31].
In the case ofGaAs, a change of the potential across theHelmholtz layerwas ob-

served upon anodic and cathodic prepolarization, which was interpreted in terms
of hydroxyl and hydride surface layers, as for Ge (see Section 5.3.1) A linearMott–
Schottky dependence for an n-GaAs electrode was only found at sufficiently high
scan rates after anodic or cathodic prepolarization as shown in Figure 5.17 [40]. It
is worth mentioning that all reliable capacity measurements could be interpreted
in terms of space charge capacities, that is, additional capacities due to surface
states were not found.
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Figure 5.16 Schematic presentation of a step at the
surface of a layered compound such as WSe2.

Figure 5.17 Mott–Schottky plot of the space charge capacity vs electrode potential for n-GaAs
in aqueous solutions under stationary conditions and after different prepolarizations; scan
rate: 0.2 V s−1 (after [40]).
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It is interesting to note that the flatband potential may depend on the crystal
faces. For instance, n-type GaAs electrodes with (111) surfaces were prepared.
The electrodes where the (111) Ga face contacted the electrolyte, the flatband po-
tential was generally found to be 0.25V more positive than for (111) As surfaces.
Such effects can be understood in terms of differences in theHelmholtz layer. The
same results were obtained with corresponding p-type GaAs electrodes [63].

5.3.4
Flatband Potential and Position of Energy Bands at the Interface

Concerning the potential distribution, comparisons of the Mott–Schottky curves
and the flatband potentials as obtained with n- and p-type electrodes of the same
semiconductor are of special interest. One example is GaP which has a relatively
large bandgap (2.3 eV). The Mott–Schottky plots of the n- and p-type electrodes
are given in Figure 5.18 [32]. Since their slopes agree very well with those pre-
dicted upon the doping of the material, any variation of the electrode potential
must occur across the space charge layer (ΔUE = Δ(Δφsc)). The extrapolations
of the two linear dependences yield flatband potentials of −0.9V for the n-type
electrode and +1.25V for the p-type electrode. At first sight, it may be surprising
that the flatband potentials are extremely different and one may be tempted to
conclude that ΔφH is different for the n- and p-type electrodes. On the contrary,
this result is just a proof that ΔφH is identical for n- and p-type materials, as can
be derived from a complete potential and energy diagram, as given in Figure 5.19.
In the upper part of this figure, the energy schemes of an n-and p-type electrode
in contact with an aqueous solution of a redox system, at equilibrium are shown.
Under these conditions the Fermi level is constant throughout the whole system,
that is, EF = EF, redox (compare also with Section 3.2.4). The electrode potential
(eUE in an energy diagram) measured at the rear ohmic contact with respect to a
reference electrode, is here the energy difference between the Fermi level of the
electrode and the corresponding energy level of the reference electrode. It is clear
from Figure 5.19 that the electrode potential is identical for the n- and p-type
electrodes at equilibrium. According to the scale introduced in Section 3.2.4, the
Fermi level of the semiconductor electrode is moved upward when the poten-
tial is made more cathodic and downward when the potential becomes positive.
Assuming that the energy bands at the surface of both electrodes have the same
energy position, then the energy bands of the n-electrode are bent upward and
of the p-type downward, at equilibrium. According to the experimental results
presented in Figure 5.18, any variation of the electrode potential occurs across
the space charge layer which leads to an equivalent change of the band bending
(Δ(eUE) = Δ(eΔφsc) in the energy diagram). As is quite obvious fromFigure 5.19,
the energy bands at the surface remain pinned during such a potential change.
Accordingly, it can be concluded that pinning of bands occurs if the potential

across the Helmholtz layer remains constant (Δ(ΔφH) = 0).
It is further clear from Figure 5.19 that the n-electrode has to be polarized ca-

thodically with respect to the equilibrium potential, and the p-electrode anod-
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Figure 5.18 Mott–Schottky plots of the space charge capacity vs electrode potential
for n- and p-type GaP electrodes in 0.1M H2SO4 (after [32]).

ically, in order to reach the corresponding flatband situation (see lower part of
Figure 5.19), provided that the positions of the energy bands at the surface are the
same for the two types of electrodes. Keeping in mind that the electrode potential
refers to the Fermi level of the electrode, the difference of flatband potentials cor-
responds exactly to the difference of the two Fermi levels. Since the Fermi level in
the bulk of a semiconductor with the usual doping (≥ 1017 cm−3) is rather close
to the corresponding band, the difference in the flatband potentials approximates
the bandgap of the semiconductor as found with GaP.
This result has been confirmed by investigations of various other semiconduc-

tors which are available as n- as well as p-doped material, such as GaAs, InP, and
SiC. As previously mentioned, the flatband potential of many systems depends
on the pH of the electrolyte. An increase of pH always leads to a cathodic shift
of Ufb and a corresponding change of ΔφH. Accordingly, the energy bands of the
semiconductor at the surface are always shifted upward by an increase of pH.
Another important result is that the flatband potentials and therefore the posi-

tion of the energy bands at the semiconductor surface contacting an aqueous elec-
trolyte are usually independent of any redox system added to the solution. Hence,
the interaction between semiconductor and H2O determines the Helmholtz layer
and the position of the energy bands. Therefore, it is reasonable to characterize
semiconductor electrodes by their positioning of energy bands at the surface for
a given pH. A selection is shown in Figure 5.20.
It has been emphasized by Bard et al. that theremay be exceptions to themodel

derived earlier, insofar as Fermi level pinning by surface statesmay occur in a sim-
ilar fashion to that at semiconductor–metal junctions [33]. Such an effect would
lead to an unpinning of bands at the interface. There are some examples in the
literature, such as FeS2 in aqueous solutions [34, 35] and Si in methanol [36] for
which an unpinning of bands has been reported. In some cases, such as TiO2, ex-
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Figure 5.19 Energy scheme of the n- (left) and p-type (right) semiconductor–liquid interface:
(a) at equilibrium; (b) under flatband conditions.

perimental values of flatband potentials scatter considerably. This is mostly due
to changes in surface chemistry and doping profiles.
The situation is quite different for nonaqueous electrolytes. Recently it has been

shown by capacity measurements that the flatband potential, and consequently
the position of energy bands, of GaAs electrodes in acetonitrile or methanol so-
lutions depends strongly on the redox couple added to the electrolyte [37]. Ac-
tually the flatbands and therefore the positions of the energy bands vary by more
than 1 eV, if the standard potential of various metallocenes as redox couple were
changed by the same value as shown in Figure 5.21. Obviously here the inter-
action of the semiconductor with the redox system is much stronger than with
the solvent. This result was interpreted as Fermi level pinning by surface states,
the latter being located about 0.3–0.4 eV above the valence band [37]. More re-
cent studies have led to another interpretation. According to these investigations,
metallocenes are adsorbed on theGaAs surface and the interaction betweenGaAs
and metallocenes varies from one system to another [38]. For instance, the flat-
band potential is shifted toward cathodic potentials upon addition of the reduced
species of cobaltocene (Co(Cp)02) to the acetonitrile electrolyte whereas the oxi-
dized species (Co(Cp)+2 ) has only a little effect. In the case of ferrocene, the oppo-
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Figure 5.20 Position of energy bands at the surface of various semiconductors in aqueous
solutions at pH 0: (d), dark; (I), illuminated (after [45]).

Figure 5.21 Flatband potential of n-GaAs in acetonitrile vs standard potentials of various
metallocenes redox systems (after [37]).



118 5 Solid–Liquid Interface

site effect was observed, that is, here the oxidized species (Fe(Cp)+2 ) causes a large
anodic shift of Ufb [39]. These differing properties of the two redox systems can
be related to differences in the electron configuration within the two molecules.
It is interesting to note that the flatband potential may depend on the crystal

faces. For instance, n-type GaAs electrodes with (111) surfaces were prepared.
The electrodes where the (111) Ga face contacted the electrolyte, the flatband
potential was generally found to be 0.25Vmore positive than for (111)As surfaces.
Such effects can be understood in terms of differences in theHelmholtz layer. The
same results were obtained with corresponding p-type GaAs electrodes [63].

5.3.5
Unpinning of Energy Bands during Illumination

In 1980, in other words, only at a rather advanced state of semiconductor electro-
chemistry, it was reported for the first time [43, 44] that Mott–Schottky curves
and therefore the flatband potentials are shifted upon illumination of the semicon-
ductor electrode, toward cathodic potentials with p-type electrodes and toward
anodic with n-type electrodes, as illustrated for a p-GaAs electrode in an aqueous
electrolyte in Figure 5.22. Meanwhile, this effect has been found with almost all
semiconductors studied so far. Mostly, shifts of few hundred millivolts have been
found [45]. We have here an unpinning of bands upon illumination, and the shift
of Ufb must be interpreted by an equivalent movement of the energy bands, as il-
lustrated for a p-type semiconductor in Figure 5.23. The origins of this effect can
be manifold. In most cases, it is explained by trapping of minority carriers in sur-
face states, a process which competes with the transfer of minority carriers in the
electrolyte. In the case of a p-GaAs electrode immersed into an acid electrolyte,
electrons excited into the conduction band are either transferred to protons or
captured in surface states, as shown in the center part of Figure 5.23. Since the
hole density is small at the surface for potentials negative of Ufb, the recombina-
tion rate of the trapped electrons with holes is very low. Provided that a sufficient
number of surface states is available, a considerable charge can be stored, leading
finally to a change of the potential distribution and an upward shift of the bands.
The stored charge ΔQss can be calculated from the corresponding change of ΔφH
by using the relation (see also Eq. (5.6))

ΔQss = CH[Ufb(light) − Ufb(dark)] = CH[Δ(ΔφH)]hν (5.51)

If all surface states are occupied by electrons their density is given by Nt =
ΔQs∕e (Eq. (5.35)). Assuming a Helmholtz capacity of CH ≈ 10−5 F cm−2 one
obtains N t in the order of about 1013 cm−2 for a shift of ΔUfb = 0.2V. It is in-
teresting to note that the shift of the flatband potential occurs mostly at very low
light intensities, and it saturates at higher light intensities because then all surface
states are filled [45]. In Figure 5.20, the shift of energy bands is indicated for some
semiconductors.
The accumulation of minority carriers and the resulting shift of energy bands

can be avoided if a suitable redox system is added to the electrolyte. For instance,
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Figure 5.22 Mott–Schottky plot of the space charge capacity vs electrode potential for p-GaAs
at pH 1, in the dark and under illumination. Insert: Ufb vs limiting photocurrent (after [43]).

Figure 5.23 Position of energy bands at the surface of p GaAs in the dark and under illumina-
tion (after [44]).

according to capacity measurements performed with p-GaAs electrodes, the en-
ergy bands are shifted back to their original values upon addition of [Fe(CN)6]3−
as an electron acceptor. It is believed that the electrons captured by surface states
are transferred from these states to the electron acceptor in the solution, as il-
lustrated on the right side of Figure 5.23. The same type of shift of Ufb occurs in
the dark if the minority carriers are injected from a redox system in the solution,
which is consistent with themodel. This has been foundwith n-GaAs and n-WSe2
using Ce4+ as the hole injection agent [40, 46].
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As mentioned previously, the phenomenon of unpinning of bands upon light
excitation has been found with many semiconductor electrodes. It is not primar-
ily necessary, however, to make the trapping of minority carriers in surface states
responsible for the band edge movement. In the first step, minority carriers pro-
duced by light excitation are drawn toward the surface because of the electric
field across the space charge region. In the case of a p-type electrode, the energy
bands are bent downward so that the electrons are moved toward the surface, as
already illustrated in Figure 5.23. Considering a p-type electrode in contact with
a rather inert no-aqueous electrolyte (containing no electron acceptor), electrons
excited into the conduction band cannot be transferred across the interface and
must accumulate at the surface. This leads to tremendous changes in the potential
distribution.
There are some semiconductors (typically n-WSe2, n-MoSe2, and n-RuS2) with

which very large anodic shifts of the flatband potential were foundwhen theywere
immersed into an aqueous electrolyte. As already mentioned, WSe2 and MoSe2
are layered compounds, the basal planes of which show very low interaction with
H2O because the metal is shielded from the solution (see Section 5.3.4). This has
consequences for the anodic decomposition reaction (see Section 8.1.3) because
it occurs primarily at steps. If their density is small then the kinetics of the dis-
solution should be slow. In the case of n-WSe2 electrodes, an anodic shift of the
Mott–Schottky plot by 0.6V has been observed upon illumination. Since the an-
odic dissolution process requires holes, the shift has been interpreted as hole ac-
cumulation because of slow kinetics of the hole transfer [46]. Here again any shift
of Ufb could be avoided by adding a proper hole acceptor, such as [Fe(phen)3]2+,
to the electrolyte. Details of the charge transfer process are given in Section 8.1.3.
RuS2 electrodes present rather extreme examples, with which a shift of the

Mott–Schottkyplots of up to 2Vhave beenobserved byKühne andTributsch [47].
Here the shift of the bands is even considerably larger than the bandgap (Eg =
1.25 eV). It cannot be interpreted on the basis of a simple surface state model,
because an estimation of the corresponding density of states by using Eq. (5.49)
would lead to Nt > 1014 cm−2; this is an unreasonable number because it would
correspond to more than 10% of the surface atoms. More information can be
obtained by comparing the photocurrent–potential dependence and the Mott–
Schottky curves, as measured by the same authors, in the presence of a redox
system in the solution under illumination [47] (Figure 5.24). According to this
figure, the Mott–Schottky plots under illumination occur at different potentials,
depending on the redox system added to the supporting electrolyte, whereas
in the dark the Mott–Schottky curve occurs at much more negative potentials,
independently from the redox system. All oxidation processes occur via the va-
lence band, that is, a hole is transferred to a corresponding hole acceptor in the
solution. Since RuS2 is an n-type semiconductor, a corresponding current can
only be produced by light excitation as indicated in the insert of Figure 5.24b (see
also Chapter 7). The highest shift upon illumination was found in H2SO4 without
any redox system. Since RuS2 is very stable against corrosion, the holes are here
consumed for O2 formation. According to thermodynamic requirements, a hole
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Figure 5.24 Mott–Schottky plot (a) and photocurrent (b) vs electrode potential for n-RuS2 in
aqueous solutions (after [47]).

transfer is only feasible if the valence band occurs below the standard potential of
the H2O/O2 couple. Since this requirement is not fulfilled in the dark, the holes
produced by light excitation accumulate at the surface which leads to a downward
shift of the bands until the valence band finally occurs below E0(H2O∕O2). Only
then does a hole transfer becomes possible as measured by the anodic photocur-
rent (Figure 5.24b). Interestingly, the photocurrent onset occurs at less anodic
potentials in the presence of halide ions, such as I−, Br−, or Cl−, in the electrolyte,
because the standard potentials are less positive. Simultaneously, the shift of the
Mott–Schottky curves upon illumination is also smaller (Figure 5.24a). In all
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Figure 5.25 Positions of energy bands at the surface of n-RuS2(after [50]).

cases, the flatband potential occurs close to the onset of the photocurrent. In the
case of RuS2 electrodes, even this model is still not sufficiently defined for the
following reason.
According to a surface spectroscopic analysis (XPS), one or two monolayers of

RuO2 are formed during anodic polarization [48]. This result indicates that the
formation of the oxide prevents RuS2 from any anodic dissolution. Since RuO2 is
a metal-like conductor, a kind of semiconductor–metal Schottky junction exists
on the surface as illustrated in Figure 5.25. Assuming a low overvoltage for the
oxidation of halides at the RuO2 layer, the Fermi level in RuO2 should be pinned
close to the redox potential of the corresponding halide. A comparison of the re-
dox potential with the flatband potentials during illumination finally yields the
energy diagram as given in Figure 5.25. This diagram leads to a more or less con-
stant barrier at the RuS2–RuO2 interface, as is typical for semiconductor–metal
junctions. According to this model, the origin of the flatband shift upon illumi-
nation is a complete pinning of the quasi-Fermi level of holes to that in the RuO2
layer.
The same type of Fermi level pinning also occurs when the surface of InP is

reduced by cathodic polarization leading to a thin In layer, or when anothermetal,
such as Pt, is deposited [49].
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5.4
Modification of Semiconductor Surfaces

It was shown in the previous sections that the flatband potential and accordingly
the potential across the Helmholtz layer depends on various parameters such as
pH of the solution, prepolarization, crystal faces, and etching in aqueous solu-
tions. A change of the Helmholtz potential reflects a corresponding variation of
the composition of the double layer or the surface structure. In most cases, rea-
sonable interpretations of these changes have been published. There is only one
direct proof for the double layer composition. This was illustrated by in situ in-
frared measurements (ATR-technique) which yielded Si–H bonds at the silicon
surface [54]. Considering the (111) planes, wonderful atomically flat terraces were
found after etching the electrode in NH4 F-solutions as illustrated by in situ STM-
measurements (Figure 5.26) [57].
Semiconductor surfaces can be modified by electrochemical deposition of

metals. This is of great technological importance because metal-semiconduc-
tor contacts such as ohmic contacts and Mott–Schottky diodes are required for
many semiconductor devices. For instance, an ideal Mott–Schottky junction was
formed by electrochemical deposition of Cu on n-GaAs as discussed in Sec-
tion 2.2. The electrochemical method is very attractive because the adjustment
of the electrode potential offers a unique tool of controlling and structure of the
interface.
During the last decade, various studies were performed in order to understand

the initial deposition steps. Most investigations were performed by Kolb and his
group [57–60]. These authors studied mainly the metal deposition on the well-
defined silicon surfaces with their Si–H bonds. The most interesting results were
obtained for the deposition of Pb. This metal could be deposited at electrode po-

Figure 5.26 STM image of a H-terminated n-Si(111) in 0.1M H2SO4. Esample = −300mV,
Etip = +700mV (SCE); Etunnel = 0.5 nA (after [54]).
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Figure 5.27 AFM image taken in air of Pb deposited on n-Si(111). Top: After deposition of an
equivalent of about 1ML. The black line through the image marks the cross section shown in
the lower picture. Bottom: Cross section taken from the upper picture (after [58]).

tentials being negative of the flatband potential of the Si–electrode. During the fol-
lowing anodic sweep, Pb is completely dissolvedwhich is possible because the cor-
responding standard potential occurs close to the conduction band [58]. This was
further supported by the subsequent voltamograms which in shapewere identical
to the first one. This observation leads to the conclusion that the H-terminated
surfaces remained intact during deposition and dissolution [58].
The deposition of Pb occurs on n-Si terraces as well as at step edges (Fig-

ure 5.27). The Pb-crystallites grow epitaxially on the (111) surfaces as shown by
surface sensitive in situ X-ray studies. There are several techniques developed
during the last decade which cannot be described here and it is referred to the
corresponding literature (cf. [60]). Information on the metal nucleation-growth
mechanism can be obtained from current transient experiments. In the case of
Pb, the potential was stepped from an anodic potential (at which Pb is dissolved)
to a cathodic potential range where the metal is reduced. The corresponding
cathodic current raised at first passed a maximum and decreased down to the
diffusion limiting value. The current transients were analyzed with the standard
nucleation-growth model [61, 62]. These models distinguish between an instan-
taneous and a progressive nucleation. The evaluation of the experimental results
showed clearly that Pb deposition follows an instantaneous nucleation behavior,
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that is, many fresh nucleation sites are formed continuously during the deposition
period.
The deposition of various other metals on n-Si(111) surfaces was also stud-

ied. In all cases epitaxial growth of the metal was found [57, 60]. However, the
processes were not reversible because the corresponding standard potentials oc-
curred much below the conduction band. Accordingly, the metal deposition was
possible but not the reoxidation. In addition, the analysis of the first current tran-
sient of Cu or Co deposition was disappointing insofar as the nucleation-growth
process did not follow the models discussed earlier [57, 60].
Some experiments were also performed with the copper deposition on the n-

GaAs(100) surface [60]. It is interesting to see that a dispersed layer of Cu was
deposited during a cathodic current pulse corresponding to about half a mono-
layer of Cu (0.5ML). According to special in situ surface X-ray experiments it was
suggested that Cu was mostly located on Ga sites. With currents corresponding
to the deposition of 40ML Cu, Cu-islands were found to grow epitaxially with
Cu(110) parallel to GaAs(100) and Cu(100) parallel to GaAs(110) although there
is an inplane mismatch of the cubic lattice of 9.5%. These Cu clusters were found
to grow progressively. It is not clear whether these results explain the high bar-
rier height found with Schottky junctions formed by electrodeposition of Cu on
n-GaAs (compare with Section 2.2).
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Chapter 6
Electron Transfer Theories

In the early 1960s, various scientists, including Marcus [1, 2], Hush [3], and
Gerischer [6–9], started to developmodern theories of electron transfer between
molecules in homogeneous solutions and at electrodes. The Russian school,
Levich [5], Dogonadze [4], and Kuznetzov [4], have added quantum mechanical
aspects to the originally more classical approaches. In all these theories, the in-
teraction between the reactants and the products on the one hand and the polar
solvent on the other hand is considered. Since Marcus’ theory is applicable for
reactions in homogeneous solutions as well as at electrodes, it is the most widely
used theory. Gerischer’s model is generally applied in electrochemistry. There-
fore, we concentrate at first on these theories. Recently, some new treatments
have been published which will be discussed later.

6.1
The Theory of Marcus

6.1.1
Electron Transfer in Homogeneous Solutions

Marcus has developed his primarily classical theory for electron transfer reactions
in homogeneous solutions. In the simplest type of reaction, a single electron is
transferred without breaking or forming bonds. A bimolecular exchange reaction
is given by

D + A → D+ + A− (6.1)

Here, an electron is transferred from a donormolecule D to an acceptor molecule
A. In addition, it is useful to define self-exchange reactions of the components as
given by

A + A− → A− + A (6.2a)

D + D+ → D+ + D (6.2b)

In the latter case (Eq. (6.2)), the reaction is isoergonic, that is, the free energy of
the reaction is zero (ΔG = 0). The elementary electron transfer step occurs when

Semiconductor Electrochemistry, Zweite Auflage. Rüdiger Memming.
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the reactants are sufficiently close to each other. This is still a rather vague de-
scription for which more specific details will be given later on. Since an electron
can tunnel over such a short distance, the reaction would be expected at first sight
to be very fast. However, electron transfer reactions in condensed media involve
considerable reorganization or rearrangement in the surroundingmedium. Using
for instance water as a solvent, the ions involved in the reaction are highly sol-
vated, the water dipoles in their vicinity being oriented and polarized by the field
of the ion. In the course of electron transfer, the interaction between the react-
ing molecules and the solvent changes. Thus, although a self-exchange reaction
is isoergonic (ΔG0 = 0), the reaction is an activated and not a resonance process.
Accordingly, the reaction pathway can now be described by (see Eq. (6.1))

D + A ⇔ (D, A)
⏟⏟⏟

R0

⇔ (D, A)
⏟⏟⏟

R#

# ⇔ (D+ , A−)
⏟⏞⏟⏞⏟

P#

⇔ (D+ , A−)
⏟⏞⏟⏞⏟

P0

⇔ D+ + A− (6.3)

where R0 and P0 represent an encounter complex with D, A and D+, A− in their
equilibriumconfigurations, respectively, whereas R# and P# are the activated com-
plexes.
The activated complex R# is a nonequilibrium state, a small portion of which is

formed by the fluctuation of the solvent environment. Fluctuations are essential
changes in the redox system configuration due to thermalmotion. In the activated
state, the isoergonic electron transfer occurs to form P#, the activated product
complex which has the same nuclear configuration. P# then relaxes to the equi-
librium configuration P0.
It should be emphasized here that the electron transfer in the activated state is

a very fast process which occurs within a time interval of about 10−15 s. The re-
laxation times for the solvent and the reacting nuclei are much longer, typically
10−11–10−13 s for vibrational motion and 10−9–10−11 s for rotational motion. Ac-
cordingly, it is a reasonable approximation that the positions of the nuclei are un-
changed in the course of the electron transfer. This condition is called the Franck–
Condon principle. It is well known from the studies of absorption and emission
of light by molecules.
According to this transition state concept, the corresponding electron transfer

rate constant ket is given by

ket = κν exp
(
−ΔG#

kT

)
(6.4)

where ΔG# is the Gibbs energy of activation and ν the frequency of nuclear mo-
tion through the transition state (ν ≈ 1012−1013 s−1), whereas κ is a transmission
coefficient ranging between 0 and 1. It is customary to illustrate the energetics
of electron transfer reactions by so-called energy surface diagrams in which the
Gibbs energy, free energy, or potential energy of the system is illustrated as a func-
tion of nuclear coordinates qi. In Marcus’ theory, the Gibbs energy profiles of the
initial system (reactants, R) and the final system (product, P) are represented by
two intersecting parabolas of the same curvatures as illustrated in Figure 6.1. Since
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Figure 6.1 Free energy profile along the reaction coordinate q for a nonadiabatic process;
ΔG0 = 0.

the energy curves are given here for equilibrium (ΔG = 0), their minima occur
at the same energy. The activation energy ΔG# occurs as the difference between
the crossing point of the two curves and their minima. It should be emphasized
that a parabolic energy surface means that the fluctuation of the nuclei follows
that of a harmonic oscillator. Figure 6.1 is certainly very simplified; since the en-
ergy surfaces for the position of all nuclei have to be considered, one obtains a
high-dimensional set of curves.
The profile itself is strongly determined by the reorganization energy λ, which is

by definition the energy of the product with respect to its equilibrium state when
its solvent coordinate is still the same as that of the reactant state. If the curvatures
of the reactant and the product parabolas are identical, the reorganization energy
can also be defined as the work required to distort the reactant (D, A) from its
equilibrium coordinate q0R (Figure 6.1) to the equilibrium coordinate q0P of the
product without any electron transfer (Figure 6.1).
The activation energy ΔG# changes, of course, when the Gibbs energy of a re-

action is not zero, as illustrated for ΔG > 0 in Figure 6.2 and for a series of cases
of ΔG < 0 in Figure 6.3a–c. ΔG# can be related to the reorientation energy λ as
follows.
Assuming that the fluctuation of the environment of the initial and final system

oscillates like a harmonic oscillator, the enthalpies are given by (compare with
Figure 6.3)

GR − G0
R = γ

(
q − q0R

)2 (6.5)

for the initial system and

Gp − G0
p = γ

(
q − q0p

)2
+ G0 (6.6)
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Figure 6.2 Free energy profile along the reaction coordinate q for a nonadiabatic process;
ΔG0 ≠ 0.

for the final system. In both equations, λ is a constant which does not need to be
specified further. At the intersection of both curves (q = q#), the energies of the
initial and final system are equal, that is,

GR = GP ; q = q# (6.7)

The reorganization energy is given by

λ = Gp
R − G0

R = γ
(
q0p − q0R

)2
= GR

P − G0
P (6.8)

Inserting Eqs. (6.5) and (6.6) into Eq. (6.7), q# can be calculated. The activation
energy ΔG# can be expressed in terms of Eq. (6.5):

ΔG# = γ
(
q∗ − q0R

)2 (6.9)

Inserting the value for q# and using Eq. (6.8) one obtains

ΔG# = (ΔG0 + λ)2

4λ
(6.10)

Accordingly, in the case of a harmonic fluctuation, the activation energy can be
simply expressed in terms of ΔG0 and λ. Combining Eqs. (6.4) and (6.10) one
obtains as a rate constant

ket = κν exp
[
−(ΔG0 + λ)2

4kTλ

]
(6.11)

This model predicts for endergonic reactions that the activation energy ΔG# in-
creaseswhereas the rate constant ket decreases (compare also with Figure 6.2). On
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Figure 6.3 Free energy profile along the reaction coordinate q for a nonadiabatic reaction:
(a) the normal region where 0 ≤ −ΔG0; (b) the condition for the maximum rate constant
where−ΔG = λ; (c) the “inverted region” where−ΔG0 > λ.

the other hand, for weak exergonic reactions, that is, negative ΔG values, ΔG# be-
comes smaller (Figure 6.3a) andKet increases. At−ΔG0 = λ the reaction becomes
activationless (ΔG# = 0, see Figure 6.3b) and the rate constant reaches its max-
imum value of ket = κν. Any further increase of −ΔG0 leads, surprisingly, again
to a new increase of ΔG# and a corresponding decrease of Ket. As illustrated in
Figure 6.3c, the crossing point of the two energy surfaces occurs now on the left
side of the reacting system. The physical explanation for the increase of the acti-
vation energy is that the environment of the reactants must be distorted before
an electron transfer can occur. This range is the so-calledMarcus inverted region
(see also Section 7.3.5(a)).
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6.1.2
The Reorganization Energy

The reorganization energy, λ, is usually treated as the sum of two contributions,
an inner (λin) and an outer (λout) sphere reorganization energy, that is,

λin + λout = λ (6.12)

Marcus has considered the vibration of the ion–solvent bond within the first sol-
vation shell and treated it as a harmonic oscillator. He obtained

λin =
∑
j

f rj f
p
j

f rj + f pj
(Δqi)2 (6.13)

where f rj and f pj are the jth ion–solvent bond, and

Δqi = qrj − qpj (6.14)

where qrj and qpj are the equilibrium values of the bond coordinates of the ion in
its reactant and product state, respectively.
The outer sphere reorganization energy λ has been derived by Marcus [2] as

well as by Levich et al. [5] by using a continuum model for describing the sol-
vent. In a polar medium, the solvent molecules (dipoles) are oriented around an
ion (Figure 6.4), and this structure will be changed when the charge of the ion
changes upon electron transfer. This leads locally to a corresponding change of
polarization of the liquid. The total polarization is related to the static dielectric
constant εs by

Ptot =
(εs − 1)
4πεs

D (6.15)

whereD is the electric induction. Such a polarization consists of various contribu-
tions such as orientation polarization arising from the permanent dipolemoment
and from the distortion of the solvent nuclei. Changes of these polarizations occur
at frequencies of the order of 1011Hz. Much faster is the distortion of electrons
within the solvent molecule. In the latter case, the static dielectric constant has to
be replaced by the optical dielectric constant εopt = n2 (n= refractive index) and
the fast polarization is given by

Pfast =
(n2 − 1)
4πn2 D (6.16a)

The slow component due to orientation polarization is then given by

Pslow = Ptot − Pfast =
(

1
n2 − 1

εs

)
D
4π

(6.16b)

The energy involved upon any change of polarization is given by

E = ∫
(
∫ D dP

)
dV = ∫

(
∫ P dD

)
dV (6.17)
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Figure 6.4 Redox ion surrounded by inner-sphere H2O dipoles and outer-sphere dipoles.

With respect to the electron transfer, we are interested in the rather slow orienta-
tion change of the solvent molecules. The corresponding energy involved in such
a process can be obtained by performing a thought experiment as follows. In the
first step, the electric field is switched on very slowly so that all processes can
follow. In the second step, the field is switched off very rapidly so that only the
distortion of electrons can follow. The outer sphere reorientation energy is thus
given by

λout = Eslow = ∫
⎡⎢⎢⎣
D0

∫
0

εs − 1
4πεs

D dD −

D0

∫
0

n2 − 1
4πn2 D dD

⎤⎥⎥⎦ dV (6.18)

Assuming that the molecules are spherical in shape, the integration of this equa-
tion leads to

λout =
(Δe)2

4πε0

[
1

2rD
+ 1

2rA
− 1

rDA

](
1
n2 − 1

εs

)
(6.19)

where rD and rA are the radii of the donor and acceptor molecule, respectively,
rDA is the distance between the reactingmolecules (center to center), and ε0 is the
permittivity in free space. This equation is similar to that of the solvation energy
as derived by Born (see Chapter 3).
It is assumed here that only one charge is transferred in such a reaction because

the simultaneous transfer of two electrons is very unlikely. Considerable values
of λout can be reached, which can be estimated easily from Eq. (6.19). Consider-
ing, for instance, the electron transfer between two equal molecules or ions with
a fixed inner solvation shell (e.g., Fe2+∕3+(H2O)6) then we have rA = rD. Assum-
ing further that the transfer occurs betweenmolecules which are in direct contact
(rDA = 2rD) and using H2Oas a liquid (εs = 80; n= 1.3), one obtains for rDA = 7Å
an outer sphere reorganization energy of λout ≈ 1.2 eV. According to this esti-
mate, fairly large values are obtained in polar solvents. Experimental data are of
the same order of magnitude (Section 7.4.3). It should be pointed out that the
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reorganization energy is of the same order of magnitude as the bandgap of semi-
conductors, a result which will be of importance later on. In nonpolar solvents,
for which εopt ≈ εs, λout → 0, that is, then only λin remains.

6.1.3
Adiabatic and Nonadiabatic Reactions

Until now it has been assumed that there is no additional interaction between
the reacting species, that is, the parabolas of the reactant and the product in
Figures 6.1–6.3 are unperturbed at their intersection point. Since, however, the
molecules are rather close to each otherwhen electron transfer occurs, some elec-
tronic interaction is expected. Such an electronic coupling leads to a splitting of
the energy surfaces at the crossing point, as illustrated in Figure 6.5. The electronic
coupling energy VRP between reactant and product surfaces is defined by

VRP =
⟨
ψ0
R
|||H |||ψ0

P
⟩

(6.20)

where ψ0
R and ψ0

P are the electronic wavefunctions of the equilibrium reactant and
product states, respectively, whereasH is the total electronic Hamiltonian for the
system. If VRP is large, then the energy surfaces are well separated in the cross-
ing region, and the reaction pathway occurs along the lower energy surface, as
indicated by the arrow in Figure 6.5. When these conditions are met, the elec-
tron transfer process is called an adiabatic reaction. In this case, the transmission
factor κ in the rate equation (Eq. (6.11)) is approximately unity.
In the other case, when the interaction VRP is very small, the reaction is said

to be nonadiabatic. The energy surfaces are perturbed only slightly as illustrated
in Figure 6.5b. The reactant system remains mostly on the reactant surface also
when passing the crossing point and returns to its equilibrium state (see the large
arrow in Figure 6.5b) without much electron transfer. Thus, κ ≪ 1. According to
these definitions, the Marcus model describes primarily adiabatic reactions.
The question arises: above which interaction energy must a reaction be con-

sidered to be adiabatic? This is difficult to answer, especially for electrode re-
actions, because it depends on the distance of the reacting species during the
electron transfer. In the case of reactions in homogeneous solutions, Newton and
Sutin [10] have estimated for typical transition-metal redox reactions that VRP ≈
0.025 eV is a reasonable limit above which a reaction must be considered to be
adiabatic. This problem will be discussed again later in connection with some
quantum mechanical models for electron transfer.

6.1.4
Electron Transfer Processes at Electrodes

The basic reaction between two molecules has been given in Eq. (6.1). The corre-
sponding redox reaction at an electrode is given by

Ox + e−
kEl
←→ Red (6.21)
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Figure 6.5 Free energy profile along the reaction coordinate q for an adiabatic reaction (a) and
a nonadiabatic reaction (b); ΔG0 = 0.

In terms of the Marcus theory, the rate constant for the electron transfer is given
by

kElet = κZEl exp
(
−(ΔG0 + λ)2

4kTλ

)
(6.22)

where ZEl is the frequency of the reaction coordinate. The charge transfer occurs
in the solid via occupied or empty states at energy E in the electrode, depending
onwhether we have a reduction or an oxidation of the redox system. The enthalpy
ΔG0 of such a reaction is then given by

ΔG0 = E − Eredox = e(UE − Uredox) (6.23)
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where UE and U0
redox are the electrode potential and the standard redox potential,

respectively. Inserting Eq. (6.23) into Eq. (6.22) we have

kElet = κZEl exp
⎛⎜⎜⎝−

(
E − eU0

redox + λ
)2

4kTλ

⎞⎟⎟⎠ (6.24)

In the case of ametal electrode, the electron transfer occurs around the Fermi level
(E = EF). Here, the rate constant kElet can be varied over several orders of magni-
tude by applying an overvoltage of η = (EF∕e) − Uredox. Using the energy profile
presentation, an application of an external voltage simply means a shift of the re-
actant energy surface R against P. At equilibrium the Fermi level of the electrode
and the redox potential are equal, that is, EF = E0

redox and ΔG0 = 0. The situation
is quite different for semiconductor electrodes insofar as the charge transfer oc-
curs via one of the energy bands, namely via the conduction band (with an energy
of Ec at its lower edge) or the valence band (with an energy of Ev at its upper edge).
Accordingly, we have to replace E by Ec or Ev in Eq. (6.24). Since the positions of
the energy bands are usually fixed at the surface, that is, they remained unchanged
upon varying the electrode potential (for details see Chapter 5), the energy differ-
ence E − eU0

redox remains constant. This has an important consequence, namely
that the rate constant remains constant for reactions at semiconductor electrodes.
Here equilibrium is achieved by a corresponding change of the carrier density at
the surface, so that EF becomes equal to E0

redox.
The reorganization energy can be treated in a similar way. The inner sphere

component is only half of that for a self-exchange reaction because only one ion
is involved, that is,

λin (electrode) = 0.5λin (homogeneous solution) (6.25)

In the case of the outer sphere component, λout, it has to be realized that only one
molecule needs to be considered, either a donor or an acceptor molecule, that
is, only the 1∕2rD or the 1∕rA term has to be considered in Eq. (6.19). It must
also be taken into account that the reacting ion forms an image charge in the
metal electrode having the same distance from the surface as the ion. For metal
electrodes this leads to

λout(m) = (Δe)2

4πε0

[
1

2rm
− 1

4d

](
1
n2 − 1

εs

)
(6.26)

where rM is the radius of the molecule in the solution and d is the distance of the
ion from the metal surface. Assuming rM = d, then we have

λout (metalelectrode) = 0.5λout (homogeneous solution) (6.27)

The question arises, however: which λout can be used for reactions at a semicon-
ductor electrode? In this context a more general equation is of interest which has
recently been derived by Marcus by using a dielectric continuum model [11, 12].
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He considered two adjacent dielectrics having charges in both phases, for exam-
ple, ions in two immiscible liquids.We omit here the complete derivation because
the basic physical picture for the reorganization of the liquid has already been pre-
sented above. The final result as derived by Marcus [11, 12] is given by

λout =
(Δe)2

8πε0r

(
1

εopt,1
− 1

εs,1

)
− (Δe)2

8πε0R

(1 − εopt,1∕εopt,2
1 + εopt,1∕εopt,2

1
εopt,1

−
1 − εs,1∕εs,2
1 + εs,1∕εs,2

1
εs,1

) (6.28)

where the subscripts 1 and 2 refer to the two phases. It is useful to see what this
equation reduces to when one phase is a classical metal conductor. In this limit
both ε terms in phase 2 are replaced by infinity, and it can be immediately rec-
ognized that Eq. (6.28) is reduced to Eq. (6.26) for R = d. In the case of a semi-
conductor, at least for crystals of relatively low doping, the full equation has to be
applied. The static dielectric constant of many semiconductors are in the range of
εs,2 = 5−20, that is, they are usually much smaller than that of H2O. Since the op-
tical dielectric constant is much smaller than the static value, the second term in
the second bracket of Eq. (6.28) can be neglected. The optical dielectric constants,
εopt,2, range typically between 4 and 16. Taking values such as εs,2 = 16, εopt,2 = 9
(n= 3) for the semiconductor and εs,1 = 80, εopt,1 = 1.7 (n= 1.3) for water one
obtains (R ≈ 2): λout = 0.4 eV assuming r = 7Å. Using the same data for calculat-
ing for the same reaction at a metal electrode, then Eq. (6.26) yields λout = 0.3 eV,
that is, about the same value. Considerable differences occur, however, if εopt,2 ap-
proaches εopt,1. Then the first term in the second bracket of Eq. (6.28) becomes
very small and λout increases for a semiconductor–liquid interface and may be
even twice as large as for metal electrodes. At the same time, Smith and Koval
derived an even more detailed model [14]. According to the latter authors, the
physical reason for the effects described above is that in themetal–liquid case the
image charge tends to reduce the effect of the approaching charge on the solvent
polarization, whereas in a semiconductor–liquid system it concentrates the effect
of charge in the liquid and hence increases the amount of reorganization required
for the reaction [11–13].
In all cases, that is, for electron transfer reactions in homogeneous solu-

tions as well as for electrochemical processes, ΔG#0 = λ∕4 at equilibrium
(ΔG0 = 0). Comparing, under these conditions, the rates for electron trans-
fer between molecules in homogeneous solutions with that of a molecule at a
metal electrode, and assuming κ ≈ 1, then the corresponding rate constants can
be related by a simple equation. Using Eqs. (6.11), (6.22), and (6.27) one obtains

ket
Z

=

(
kElet
ZEl

)1∕2

(6.29)

It should be emphasized again that this relation is usually not valid for reactions at
semiconductor electrodes because the reorganization energy may be larger than
0.5λ (homogeneous solutions).
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6.2
The Gerischer Model

Gerischer approached the problemof charge transfer at electrodes in a completely
different way. In 1960, he developed a model in which the charge transfer is con-
sidered in terms of electronic energies in the solid and of energy levels in solution,
the latter being associated with ions [6–9]. This was a very ingenious approach es-
pecially for semiconductor electrodes because electrons can only be transferred
via the conduction or valence band. However, the description of energy levels in
solution is more complex than is familiar from solid-state physics because of the
effect of the polar solvent surrounding the ions. For instance, in the case of water,
the H2O dipoles can move and rotate which is not usually found in solids. Before
electron transfer rates are discussed, energy levels in the liquid are first introduced
in the next section. As will be shownbelow, theGerischermodel is only applicable
for weak interactions between the redox system and the electrode, that is, mainly
for nonadiabatic processes.

6.2.1
Energy States in Solution

Considering a simple redox reaction such as

Ox + e− ⇔ Red (6.30)

then the Nernst equation (see Chapter 5) can be written in terms of electrochem-
ical potentials by

μ̄e,redox = μ0e,redox + kT ln
( cox
cred

)
(6.31)

where μ̄e,redox is the electrochemical potential of electrons in the redox system
which are dissolved in a liquid such as water, and cox and cred are the concentra-
tions of the Ox and Red species, respectively. As already described in Chapter 3,
the electrochemical potential μ̄e,redox is equivalent to a Fermi level of a redox sys-
tem, EF,redox, provided that the same reference level is used for the solid electrode
and the redox system [6–8]. We then have

EF,redox = μ̄e,redox (6.32)

Usually the corresponding redox potential is given on a conventional scale using
the normal hydrogen electrode (NHE) or a saturated calomel electrode (SCE) as
a reference electrode, as already described in Section 3.2.3. Different scales are
given in Chapter 5. Theoretically, however, one can also use the vacuum level as
a reference, as is common in solids.
In the case of a typical redox couple, such as M(z+1).aq/Mz+.aq, dissolved, for

example, in water, theM(z+1).aq ions represent unoccupied electron energy levels
and the Mz+.aq ions the occupied states. These ions are surrounded by a specific
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Figure 6.6 Energy of a redox system in its oxidized and reduced states. The energy differences
E0red, E

0
ox, and EF,redox are electron energies (after [16]).

solvation shell, the latter being different for the reduced and oxidized species be-
cause the interaction with the solvent is different. In consequence, the energy lev-
els involved in an electron transfer differ from the thermodynamic value EF,redox
as can be shown by the following reaction cycle (Figure 6.6).
The total energy of a redox system in its reduced state occurs at equilibrium

by Red(solv,red). The subscript (solv,red) indicates that the reduced species is sur-
rounded by a solvation shell typical for this ion. Starting from this state, the elec-
tronic energy E0

red required to transfer an electron from the Red(solv,red) state into
the vacuum leading to the formation of the Ox species. Since, however, this elec-
tron transfer into the vacuum is expected to be very fast compared with the reor-
ganization of the solvation shell and the solvent dipoles (Frank–Condon princi-
ple), one ends up at first with an Ox species still surrounded by a solvation shell
typical for the red species as indicated by Ox(solv,red) in Figure 6.6. After the elec-
tron transfer step, the solvent dipoles reorganize themselves until the ox species
reaches its equilibrium state Ox(solv,ox). The energy involved in the relaxation pro-
cess is the reorganization energy λ which has already been introduced in the sec-
tion on the Marcus theory (see Section 4.1). The reverse process, the electron
capture by the Ox species, proceeds in a similar way. In a first step the electronic
energy E0

ox is gained, leading to Red(solv,ox) followed by a reorganization of the sol-
vent dipoles, as illustrated in Figure 6.6. It is clear from Figure 6.6 that electronic
energies occur as energy differences in this diagram, that is, also the electrochem-
ical potential of the electrons or the Fermi level of the redox system EF,redox. Plot-
ting now only the electronic energies in a pure electron energy diagram, using
the vacuum level as a reference (absolute scale), one obtains an energy diagram as
given in Figure 6.7a. This energy diagram is very similar to that of solids (compare
with Chapter 1). It should be mentioned that the electronic energy E0

red is actually
an ionization energy I0, whereas E0

ox corresponds to the electron affinity A0. We
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Figure 6.7 Electron energies of a redox system (differences in Figure 6.6): (a) E0red occupied
states, E0ox empty states; (b) the corresponding distribution functions, D (after [16]).

can further derive from Figure 4.12 the relation

E0
red − λred = E0

ox + λox = E0
F,redox (6.33)

The energy diagram is only a simplified version of the Gerischer model. More in-
sight into this theory can be gained when the motion and rotation of the solvent
molecules are included. Therefore, it is useful to consider the free energy of the
system with regard to the dependence on a reaction coordinate as illustrated in
Figure 6.8. The lower curve represents the Red species, whereas the upper cor-
responds to the Ox species and the electron at infinity. One can easily recognize
that the energy terms given in Figure 6.6 are included in Figure 6.8. The reac-
tion coordinate represents here something like the average distance of the sol-
vent molecules. Assuming a harmonic oscillation for the fluctuation of the sol-
vent molecules, then the two energy curves in Figure 6.8 have a parabolic shape
around the minimum, that is,

E(Redsolv,red) = γ(ρ − ρ0,red)2 (6.34a)

E(Oxsolv,ox) = γ(ρ − ρ0,ox)2 (6.34b)

where λ is a force constant whereas ρ0,red and ρ0,ox represent values of the reaction
coordinate at which the two energy curves have their minima.
For simplicity, we have assumed that the shapes of the two curves are equal (only

one λ value in both cases). In consequence, the reorganization values are equal,
that is, λred = λox = λ. The fluctuation of the solvent molecules leads finally to a
broadening of the electronic levels as derived below.
The distribution function of solvation states is given by

Wox(ρ) = W 0 exp

[
−
E(Oxsolv,ox) − E0(Oxsolv,ox)

kT

]
(6.35)
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Figure 6.8 Energy of a redox system vs the average distance ρ of the solvent molecules (af-
ter [6–8]).

Wred(ρ) = W 0 exp

[
−
E(Oxsolv,red) − E0(Oxsolv,red)

kT

]
(6.36)

where E0(Redsolv,red) and E0(Oxsolv,ox) represent theminima in the two free energy
curves in Figure 6.8. These equations can be converted into distribution func-
tionsWox(E) andWred(E), which depend only on electronic energies, by inserting
Eqs. (6.33) and (6.34) into Eqs. (6.35) and (6.36). After some mathematical rear-
rangement one obtains

Wox(E) = W 0 exp

[
−
(E − E0

F,redox + λ)2

4kTλ

]
(6.37)

Wox(E) = W 0 exp

[
−
(E − E0

F,redox − λ)2

4kTλ

]
(6.38)

where the pre-exponential factor is a normalizing constant in order to make the
integrated probability unity (∫ W (E)dE = 1). It is given by

W 0 = (4kTλ)−1∕2 (6.39)

It should be mentioned here that only one single electronic state of the redox
system is considered in this model. Wox and Wred are then only the probabilities
of finding the empty and occupied electronic state, respectively, at the energy E.
The variation of the electronic state is only due to the interaction of the redox
couple with the solvent.
TheGaussian types of functions (Eqs. (6.37) and (6.38)) yield the distribution of

electronic levels of the redox system.Wred describes the fluctuation and therefore
the distribution of the occupied electronic level, and Wox the distribution of the
empty level. The density of electronic states is proportional to the concentration
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Figure 6.9 Electron energies of a redox system vs density of states: (a) cox = cred; (b) cox ≪ cred
at the standard electrochemical potential of the redox couple (standard Fermi level E0F,redox).

of the reduced (cred) and oxidized species (cox) of the redox system. Accordingly,
the total distribution is given by

Dox(E) = coxWox(E) ; Dred(E) = credWred(E) (6.40)

The corresponding distributions are illustrated in Figure 6.7b for equal concen-
trations (cox = cred). In this case, the distributions of the reduced and oxidized
species are equal.
The model can be further tested by varying the concentration of one of the

species as illustrated in Figure 6.9. In this case, the Fermi level of the redox sys-
tem is shifted according to the Nernst equation. One can easily prove by using
Eqs. (6.37), (6.38), and (6.40) that in this caseDox andDred are equal at E = EF,redox.
The half-width of the distribution curve is given by

ΔE1∕2 = 0.53λ1∕2 eV (6.41)

Since the reorganization energies are typically in the order of 1 eV, the width can
reach values of about 0.5 eV. These are values which are found for bandwidths
in solids. However, such a comparison should be handled with care. In the case
of solids, the energy levels are fixed, whereas the energy levels of a redox system
are based on the fluctuation of the solvent molecules. It should be emphasized
that occupied and empty energy states of a redox system have different energy
positions because the interaction of the ox and red species with the solvent is
different, whereas in solids the position of energy states usually remains constant
when the occupation of a level is changed. Accordingly also, no optical excitation
of electrons from an occupied into an empty level is possible [16].
Various scientists consider the time-fluctuating energy levels (Figure 6.7) as

bands of energy levels. Such a description is very convenient, especially for semi-
conductor–liquid interfaces, but must be used with caution. As Morrison has al-
ready pointed out in his book [15], these “bands” arise from the fluctuation of the
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solvent and they have different properties from the fixed bands in solids. There
is an essential difference in concept between, on the one hand, electron–phonon
interactions causing a fluctuation of electronic energy in a static distribution of
levels, and, on the other hand, ion–phonon interactions causing a fluctuation of
the energy levels themselves. For instance, it is not possible to have an optical
transition between the occupied and unoccupied levels.

6.2.2
Electron Transfer

In the Gerischer model, an electron transfer occurs from an occupied state in the
metal or the semiconductor to an empty state in the redox system, as illustrated in
Figure 6.10. The reverse process occurs then from an occupied state in the redox
system to an empty state of the solid (not shown). The electron transfer takes
place at a certain and constant energy as indicated by arrows in Figure 6.10. This
means that the electron transfer is faster than any rearrangement of the solvent
molecules, that is, the Frank–Condon principle is valid. In this approach, the rate
of an electron transfer depends on the density of energy states on both sides of
the interface. For instance, in the case of an electron transfer from the electrode
to the redox system, the rate is given by

Transfer rate ⇒ κZ ∫ f (E)ρ(E)Wox(E)dE (6.42)

Figure 6.10 Electron energies of solid electrodes in contact with a redox system vs density of
states: (a) semiconductor electrode; (b) metal electrode.
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where κ is again the transmission coefficient as derived in Section 6.1.3; ρ(E) the
distribution of energy state in the electrode; and f (E) the Fermi function in the
solid (see Eq. (1.25)), whereas Wox(E) is the distribution function of the empty
states as defined in Eqs. (6.37) and (6.38). In Eq. (6.42) one has to integrate over
all possible electron energies. Concerning Eq. (6.42), one has to differentiate be-
tween an electron transfer via the conduction and via the valence band. Taking
the electron transfer from the conduction band as an example, the corresponding
cathodic current can be determined from Eq. (6.42) by using Eq. (6.37):

j−c =
eZcox

(πkTλ)1∕2
κ

∞

∫
Ec

ns exp

[
−
(E − E0

F,redox + λ)2

4kTλ

]
dE (6.43)

Here, the term (πkTλ)1∕2 is a normalization factor and the density of occupied
states in the conduction band is equal to the density of free electrons in the con-
duction band, that is, ns = f (E)ρ(E), where ns is actually the electron density
at the surface. The integral can only be solved by making some approximations
as follows. Since the distribution function Wox varies exponentially with E2 and
since, in most cases, the overlap between energy states on both sides of the in-
terface is mostly limited to a rather small energy range (see, e.g., Figure 6.10), the
electron transfer is assumed to occur mainly within 1 kT at the edge of the con-
duction band. Using this approximation, the integral in Eq. (6.43) can be replaced
by inserting dE = 1 kT and E = Ec. One then obtains

j−c = eZcox
(
kT
πλ

)1∕2

κns exp

[
−
(Ec − E0

F,redox + λ)2

4kTλ

]
(6.44)

The reverse process, namely an electron transfer from the redox system to the
semiconductor, is in general also described by Eq. (6.42), when Wox is replaced
by Wredand inserting the density of unoccupied states in the conduction band,
that is, (1 − f (E))ρ(E). Since at usual doping only few energy states are occupied
by electrons, the density of empty states is equal to Nc (Nc =density of states at
the lower edge of the conduction band). Using the same approximations as above,
we have

j+c = eZcred
(
kT
πλ

)1∕2

κNc exp

[
−
(Ec − E0

F,redox − λ)2

4kTλ

]
(6.45)

Similar results are obtained for a valence band process (see Section 7.3.2).
The essential term is the exponential function ofWox(here, a Gaussian distribu-

tion function of the empty energy states in the redox system), which is mathemat-
ically the same as in the original Marcus theory. Accordingly, the rate equation is
almost identical for both theories although the basic models are conceptually dif-
ferent. The reason is that a harmonic oscillator type of fluctuation of the solvent
molecules is assumed in both cases.
The Gerischer description of electron transfer, in terms of electron exchange

between empty and occupied energy states on both sides of the interface, has
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Figure 6.11 Electron energies of solid electrodes and the redox system (compare with Fig-
ure 6.10).

been applied by many researchers in semiconductor electrochemistry because
from such an energy scheme one can predict very easily which energy band of
the semiconductor electrode is involved in the charge transfer process. It should
be emphasized again that this model is only valid for weak interactions, which
has not always been appreciated by various scientists. Besides the energy diagram
in terms of densities of states at both sides of the interface, a modified energy
scheme is used more frequently, where the lower edge of the conduction band
and the upper edge of the valence band of the semiconductor are plotted versus
distance from the surface, as illustrated in Figure 6.11.

6.3
QuantumMechanical Treatments of Electron Transfer Processes

Since the earlywork of Levich andDogonadze [4, 5] variousmodifications of these
investigations and a number of new approaches have been published. During the
late 1990s, the problem of electron transfer has been studied in more detail, lead-
ing, however, to very complex results. The solution of corresponding equations
became possible because of the great progress in computer simulations within
a reasonable period of time. Most of these papers are rather difficult to read for
nontheoreticians and especially for students who are new in this field. Therefore,
some general approaches, usually applied in all quantum mechanical derivations,
will be given in the following introduction.
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6.3.1
Introductory Comments

(a) Quantum Mechanical Analysis of a Two-Level System Adiabatic and nonadia-
batic reactions have already been defined in Section 6.1.3. In both cases an elec-
tronic coupling between the reactants or between the initial and final state occurs,
leading to a splitting of the energy surfaces as qualitatively illustrated in Figure 6.5.
This is a typical problem of a two-level systemwhich is quite common in physics.
A full quantum mechanical treatment for weak as well as strong interactions in
a single model was not really possible. Therefore, different approaches have been
used for strong and weak interactions. In the case of weak coupling, the problem
is usually solved by using a first-order perturbation theory as briefly shownbelow.
When the intensity of the perturbation is sufficiently weak, it can be proved that
its effect on the two states can be calculated, to a first approximation, by ignoring
all the other energy levels of the system.
Considering a system of the two eigenstates |φ1⟩ and |φ2⟩ of the Hamilto-

nian H0 whose eigenvalues are E1 and E2, respectively, then the Schrödinger
equation is given by (see, e.g., [17])

H0|φ1⟩ = E1|φ1⟩ (6.46a)

H0|φ2⟩ = E2|φ2⟩ (6.46b)

Introducing a small perturbation, initially neglected in H0, the Hamiltonian be-
comes

H = H0 + V (6.47)

This perturbed system is then described by a new set of eigenstates and eigenval-
ues of H denoted by |ψ+⟩, |ψ−⟩, and E+, E−, respectively. We have then

H|ψ+⟩ = E+|ψ+⟩ (6.48a)

H|ψ−⟩ = E−|ψ−⟩ (6.48b)

UsuallyH0 is called the unperturbed Hamiltonian andV the perturbation or cou-
pling. In addition, it is assumed thatV is time independent. In the absence of cou-
pling, E1 and E2 are the possible energies of the system, and the states |φ1⟩ and|φ2⟩ are stationary states, that is, if the system is placed in one of these states,
it remains there indefinitely. The energies have now to be evaluated after having
introduced the coupling V .
In the {|φ1⟩, |φ2⟩} basis, the matrix representation is written as

(H) =
|||||E1 V
V E2

||||| (6.49)
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After diagonalization of this matrix (see any book on quantum mechanics, for
example, [17]), that is,|||||E1 − E V

V E2 − E

||||| = 0 (6.50)

we find the eigenvalues of the perturbed system as given by

E+ = 1
2
(E1 + E2) +

1
2

√
(E1 − E2)2 + 4|V |2 (6.51a)

E− = 1
2
(E1 + E2) −

1
2

√
(E1 − E2)2 + 4|V |2 (6.51b)

Studying the effect of coupling V on the energies E+ and E− in terms of the un-
perturbed energy values E1 and E2 it is useful to introduce the parameters

E2 = E1 + ΔE (6.52)

According to this definition, ΔE is the difference between the two energy states.
This kind of definition will play an important role in the description of the solid–
liquid interface. Substituting Eqs. (6.52) into Eq. (6.51) one obtains

E+ = E1 +
ΔE
2

+ 1
2
√
(ΔE)2 + 4|V |2 (6.53a)

E− = E2 +
ΔE
2

− 1
2
√
(ΔE)2 + 4|V |2 (6.53b)

According to these equations the variation of E+ and E− with respect to ΔE is very
simple as illustrated for the four energies E1, E2, E+, and E− in Figure 6.12. When
ΔE is small compared with |V |, then the minimum separation of the branches is
2|V |. In the absence of coupling, the energies E1 and E2 of the two levels cross
at ΔE = 0(E1 = E2). In this range the coupling has its largest effect and we have
according to Eq. (6.53)

E+ = E1 + |V |
E− = E1 − |V | (6.54)

On the other hand, if ΔE ≫ |V | then the roots in Eq. (6.53) can be expanded for
a limited power if the coupling is weak, that is, |ΔE| ≫ |V |, and one obtains

E+ = Em + ΔE
2

+ ΔE
2

(
1 + 2

|||| VΔE ||||2 +⋯
)

(6.55a)

E− = Em + ΔE
2

− ΔE
2

(
1 + 2

|||| VΔE ||||2 +⋯
)

(6.55b)

Accordingly, the effect of coupling ismuchmore important if the two unperturbed
levels have the same energy. This is exactly the situation in the energy surface
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Figure 6.12 Variation of the energies E+
and E− with respect to the energy difference
Δ = (E1 − E2)∕2. In the absence of coupling
the levels cross at the origin (dashed straight

lines); in the presence of coupling the curves
giving E+ and E− in terms of Δ are branches of
a hyperbola (solid lines).

diagram for nonadiabatic reactions (Figure 6.1) where the two energy surfaces
cross. The effect of perturbation is then of first order, as given by Eq. (6.54), while
it is of second order when |ΔE| ≫ |V | (Eq. (6.55)).
Using such a perturbation theory, the Schrödinger equation of the correspond-

ing system (see Eq. (6.48)) has to be fulfilled. In the case discussed above, we can
distinguish again between two cases. At the center of the hyperbola, when E1 = E2
(ΔE = 0), the wave vectors can be written as

|ψ+⟩ = 1√
2

[
e−

iφ
2 |φ1⟩ + e

iφ
2 |φ2⟩] (6.56a)

|ψ−⟩ = 1√
2

[
−e−

iφ
2 |φ1⟩ + e

iφ
2 |φ2⟩] (6.56b)

and it can be easily seen that this sum also fulfills the Schrödinger equation. Near
the asymptotes, that is, for ΔE ≫ |V |, we have, to first order in |V |∕ΔE,

|ψ+⟩ = e−
iφ
2

[|φ1⟩ + eiφ
|V |
2ΔE

|φ2⟩ +⋯
]

(6.57a)

|ψ−⟩ = e−
iφ
2

[|φ2⟩ + eiφ
|V |
2ΔE

|φ1⟩ +⋯
]

(6.57b)

Accordingly, the perturbed states differ only very slightly from the unperturbed
states for weak coupling. Within a global phase factor E−iφ∕2, |ψ+⟩ is equal to the
state |φ1⟩, slightly changed by a small contribution from the state |φ2⟩. On the
other hand, for strong coupling (ΔE ≪ |V |), Eq. (6.57) indicates that the states|ψ+⟩ and |ψ−⟩ are very different from the states |φ1⟩ and |φ2⟩.
In various theoretical derivations of electron transfer the validity of approxi-

mations to the Schrödinger equation is frequently not proved or it is hidden and
therefore difficult for nontheoreticians to recognize.
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(b) “Golden Rules” for Transition Rates So far a description of only the static prop-
erties of the quantum system has been given. In order to derive the probability for
a transition from one stationary state to another (e.g., from R0 to P0 in Figure 6.5),
we have to consider the dynamics of the quantum system. For solving such a prob-
lem, time-dependent wavefunctions and the time-dependent Schrödinger equa-
tion have to be used. It is possible to obtain an exact solution of the quantum me-
chanical equation ofmotion of the system,when the perturbation causing a transi-
tion varies harmonically in time. However, a static perturbation that is present for
only a finite amount of time (e.g., from t= 0 to t = t′) depends implicitly on time
and, therefore, can also induce transitions between stationary states of the unper-
turbed system. Since a complete derivation is not of any help in understanding the
next chapters, we omit it here and refer the reader to other textbooks. According
to a corresponding derivation for a two-level system, the transition probability P
from state i to state f is given by

P = 2π
ℏ

|V̄ |2ρ(Ef )t (6.58)

where |V̄ |2 is the value of the absolute square of the perturbation matrix element
averaged over the final states, whereas ρ(Ef ) represents the density of final states
assuming that many states are available around Ef . The transition rate from the
initial to the final state may be regarded as the transition probability per unit time
which is given by

ktr =
P
t
= 2π

ℏ
|V̄ |2ρ(Ef ) (6.59)

This equation can be used for solving many problems. Its only restriction is that
the perturbation is weak. Because of the general applicability of this equation it is
named “Fermi’s golden rule” of quantum mechanics. This rule has been applied
in many quantum mechanical derivations of the electron transfer rate without its
being particularly mentioned. One can identify it immediately by the appearance
of the |V |2 term in a relevant equation. We return to this point in the following
sections.

6.3.2
Nonadiabatic Reactions

6.3.2.1 The Levich–Dogonatze Treatment
Quantum mechanical approaches for describing electron transfer processes were
first applied by Levich and Dogonadze [4], and later also in conjunction with
Kuznetsov [5]. They assumed the overlap of the electronic orbitals of the two re-
actants to be so weak that perturbation theory, briefly introduced in the previous
section, could be used to calculate the transfer rate for reactions in homogeneous
solutions or at electrodes. The polar solvent was described here by using the con-
tinuum theory. Themost important step is the calculation of the Hamiltonians of
the system. In general terms the latter are given for an electron transfer between
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Figure 6.13 The coordinate representation and the separation
of two reactant ions (see the text).

two ions in solution by

Htotal = He + Hion–solv + Velec–solv (6.60)

where He is the Hamiltonian of the transferring electron in the field of two ions,
Hion–solv is the Hamiltonian of the solvent in the presence of ions and Velec–solv
describes the interaction of the electron with the solvent.
Since the ions are relatively heavy, they are considered to be stationary during

electron transfer, that is, the Hamiltonian for the electron He can be written in
terms of the kinetic energy of the electron and its interaction with the ions as

He =
ℏ

2me

𝜕2

𝜕r2
+

(z1e0)2

r
+

(z2e0)2|r − R| (6.61)

where z1 and z2 correspond to the valencies of ions A and B, respectively. The
electronic coordinate r⃗ represents the position of the electron with respect to the
ion and R⃗ represents the distance between the two ions (Figure 6.13).
The Hamiltonian of the solventHion–solv depends on two parts, one concerning

the solvent itself, Hsolv , and another term which specifies the role of the ion, Hion
(see below), so that we have

Hion–solv = Hion + Hsolv (6.62)

The Hamiltonian Hsolv has been derived on the assumption that the solvent fluc-
tuation occurs again as a harmonic motion. The harmonic of a single harmonic
oscillator is given by

1
2
ksr2 +

p2

2m
(6.63)

where ks is the force constant, the displacement of the solvent molecule, m its
mass, and p the momentum operator as defined by

p = −iℏ 𝜕

𝜕r
(6.64)

The first term corresponds to the kinetic and the second to the potential energy.
Since the frequency of the motion is given by ω0 = (k∕m)1∕2, the Hamiltonian is
given by

Hsolv =
ℏ
2m

𝜕2

𝜕r2
+ 1

2
ω0mr2 (6.65)
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In the case of solvent molecules or dipoles, it is useful to introduce a solvent co-
ordinate such as

q2 = ℏω0r2 (6.66)

One then obtains

Hsolv =
1
2
∑
ν
ℏω0

(
q2ν +

𝜕2

𝜕q2ν

)
(6.67)

where the subscript ν refers to themode which is involved. The description of the
Hamiltonian in terms of the dimensionless “solvent coordinate” Qν is very useful
for such a complex movement (see [18]).
As already mentioned, Levich et al. described the solvent by a continuum

model, that is, in terms of induction D and polarization P. We have already ap-
plied this model to the derivation of the reorganization energy (Section 6.1.2).
This is a model similar to that in polar crystals in which we consider the interac-
tion of a charge with the liquid dipoles that constitute the liquid. These dipoles
interact, after having received the interaction energy from the ions, back upon
the ion and consequently change the energy of the ion itself. The energy which is
involved here [5, 18] is given by

Hion = ∫
⎛⎜⎜⎝
D

∫
0

(D dP)
⎞⎟⎟⎠ dV +

(εopt − 1)
4πεopt ∫

⎛⎜⎜⎝
Di

∫
0

(D dD)
⎞⎟⎟⎠ dV (6.68)

Finally, we have to find the interaction energy Velec–solv between the electron and
the solvent. This again is determined by the induction and polarization induced
by the electron. One obtains

Velec–solv = ∫ D⃗eP⃗ dV (6.69)

The wavefunction describing the total system, which consists of the solvent, the
two ions, and the electron, can be found by solving the Schrödinger equation using
the first-order perturbation theory. The energy values of the unperturbed system
can be approximated by adding up the following terms (using only one mode):

E(q) = Ee + Eion–solv

=
(z1e)2

r⃗
+

(z2e)2

( ⃖⃖⃖⃖⃖⃖⃖⃖⃗r − R)
+

(εopt − 1)
8πεopt ∫ D2

i dV + γ(q − q0)2

= Emin + γ(q − q0)2

(6.70)

In this equation only the last term, introduced already in Eq. (6.70), depends on
the reaction coordinate. The other terms actually determine the free energy of the
minimum of the E(q) curves. We have to deal with two energy profiles, one for
the initial state, Ei(q), and another for the final state, Ef (q). Their minima occur at
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different q values, as discussed previously in Section 6.1.1 and already illustrated
in Figure 6.5. According to the rules of the perturbation theory, we now have to
replace E1 and E2 in the matrix element (Eq. (6.33)) by Ei and Ef , respectively.
Since there is only a small splitting of the energy levels near the transition point
(Figure 6.5), Ei and Ef also correspond to E+ and E− outside the crossing point.
The same basic equation was obtained by Levich et al., using Fermi’s golden rule.
Omitting the complete derivation by Levich et al., the probability for a transition
from the initial to the final state can be expressed as

Pif =
2π
ℏ

|V |2Av ||||∫ |φf (q)φi(q)dτ|||||2 δ(Ef − Ei) (6.71)

where Av is a statistical averaging (of the thermal motion) over the initial states.
The Dirac δ function describes the energy conservation law and corresponds to
radiationless transfer. The δ function in Eq. (6.71) is zero for Ei ≠ Ef ; thus trans-
fer occurs only between states having the same energy. The Dirac δ function in
general can be expressed as

δ(Ef − Ei) =
1

2πh

+∞

∫
−∞

exp
[ i(Ei − Ef )t

h

]
dt (6.72)

The complete derivation of Eq. (6.71) is omitted here because there is no point
in proving again the validity of Fermi’s golden rule (see the previous section). For
details see [18].
On the basis of the q-dependence of the free energy as given by Eq. (6.70) and

Figure 6.5 and by using Eq. (6.71), the final equation for the probability of electron
transfer is then given by

Pif =
|V |2
h

( π
kTλ

)1∕2
exp

[
−
(ΔG0 + λ)2

4kTλ

]
(6.73)

where (p∕(kTλ))1∕2 is a normalization factor. According to this equation, the
rather qualitative transmission factor κ originally introduced byMarcus (see Sec-
tion 6.1) is now replaced by a quantity which contains mainly the interaction en-
ergy |V |. Since the perturbation theory is only applicable for weak interactions,
Eq. (6.73) is valid for a range where κ ≪ 1. This is still a rather vague statement
and we will come to this problem again in the next subsection.
Although thismodel was first developed for transfer processes in homogeneous

solutions, it can also be applied for electrochemical reactions. In this case some
of the Hamiltonians are somewhat different. In addition, the interaction between
the electrode and the redox system has to be derived. However, as long as only
small coupling is assumed, there will be no essential change in Eq. (6.73). In other
words, the same equation can be used for electron transfer processes between a
metal electrode and a redox system.
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6.3.2.2 Other Treatments
In more modern theories the Hamiltonian of the solvent coordinates is not de-
scribed in terms of a dimensionless reaction coordinate qν as defined in Eq. (6.67)
but is modeled by

Hsolv =
p2s
2ms

+ 1
2
ks(ΔE)2 (6.74)

where p is the momentum operator of the solvent as already defined in Eq. (6.64),
ms is the solvent mass, and ks is again a force constant. The second term is the
potential energy, that is, the free energy of the solvent coordinates expressed in
terms of an energy difference ΔE, the latter being explained below. This Hamil-
tonian actually describes the interaction between the redox species and the sol-
vent. The energy of interaction considered here corresponds to the electrostatic
interaction of the total charge of the redox species with all solvent molecules. Ac-
cordingly, we are considering here mainly the Coulomb energy of interaction of
the oxidized species with the fixed solvent configuration, Ecoul(ox), and of the re-
duced specieswith the same fixed solvent configuration, Ecoul(red). The difference
of these Coulomb energies is basically ΔE, or a more complete approximation is
given by

ΔE ≈ Ecoul(ox) + Esolv − Ecoul(red) − Esolv (6.75)

where Es is the energy of interaction of all the solvent dipoles with each other. The
first term in brackets gives the total energy for the systemwith oxidized species in
the system and the term in the second bracket the energywith the reduced species
in it. Since Esolv cancels out, we have

ΔE ≈ Ecoul(ox) − Ecoul(red) (6.76)

If this total energy difference is zero (ΔE = 0), then the transition state is reached
and an electron transfer can occur under conservation of energy.
It should be emphasized again that only the Coulomb forces were considered

in the above, which corresponds to a long-range type of interaction (classical
approach). Of course, each molecule has also an internal energy, the energy as-
sociated with its electron, and there are short-range interactions between the
molecules due to quantum effects. These short-range interactions are extremely
important in determining the configuration of the redoxmolecule and the solvent.
The short-range interactions give, for instance, water its familiar shape and all re-
dox species and all molecules in general. The sum of the long-range Coulombic
and short-range electronic interactions gives the true total energy of the system
(the electronic and nuclear energy), which finally determines the true ΔE. There-
fore, Eq. (6.76) is an approximation. Only for very polar solvents is the true ΔE
well approximated by this equation.
Themain advantage of using ΔE instead of the very vague reaction coordinate q

used so far is the fact that ΔE is a well-definedmicroscopic quantity which can be
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introduced in quantitative calculations. It has been of widespread use in homoge-
neous electron transfer models and has also been used in electrochemical mod-
els [19].More physical insight into the quantity ΔEwill be given in Section 6.3.3.2.
Let us describe here only the free energy curves in terms of ΔE for a weak inter-
action.
Assuming symmetric free energy curves of equal and parabolic curvature for

the reacting and product diabatic curves (i.e., E1 and E2 in Eq. (6.49) vary with
(ΔE)2), the initial (Ei) and final (Ef ) state can be expressed by

Ei =
1
2
ks(ΔE + ΔE0)2 ; Ef =

1
2
ks(ΔE − ΔE0)2 (6.77)

where ±ΔE0 represents the displacement of the minima along the ΔE axis, as
indicated in Figure 6.14, assuming that theminima occur at the same energy (here
at E= 0). In this case we have equilibrium and the activation energies are equal for
the forward and back reactions. The crossing point of both curves occurs at ΔE =
0. The energies Ei(ΔE) and Ef (ΔE) are linked by Eq. (6.52). The reorganization
energy is defined again in the usual way, that is, under these circumstances Ei = λ
for ΔE = +ΔE0. Inserting these data into Eq. (6.75) the reorganization energy λ
is determined by

λ = 1∕(2ks) (6.78)

For a nonequilibrium case, the two curves are shifted vertically against each other.
The vertical energy difference of the two minima is approximately λ−ΔE0 as can
easily be derived from the above equations. Accordingly, if there is no shift, ΔE0 =
λ. Inserting Eqs. (6.52) and (6.77) into Eq. (6.51), one can easily calculate from the
latter equation the complete energy profile for a given coupling energy |V |. This
is illustrated by the solid curves in Figure 6.14 for λ = 1 eV and |V | = 0.1 eV.

Figure 6.14 Free energy of a system vs the energy difference ΔE (see the text) under adiabatic
conditions.
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This derivation shows that the description of the free energy in terms of ΔE is a
very convenient formalism. In order to describe a real system including the mini-
mum energies quantitatively, however, the complete Hamiltonians of the solvent
and the electron have to be derived, as in the previous case. One example will be
given in Section 6.3.3.
This kind of calculation leads to an equation for the rate constant which is

essentially identical to that given by Eq. (6.59), that is, the pre-exponential fac-
tor is mainly determined by the coupling energy |V |. In other cases the pre-
exponential factor is simply expressed in terms of a transmission factor κ (see,
e.g., Eq. (6.4)). The latter has actually been derivedmuch earlier by Landau [20, 21]
andZener [22], althoughwithin another context. These authorswere interested in
the dissociation of diatomic molecules and described the system by two potential
energy curves (corresponding to two electron terms) vs the diatomic distance.
These curves were also expected to cross similarly as in our case. Landau and
Zener have determined the transition probability by using a quantummechanical
method. Applying their treatment one can derive the transition probability as
follows.
As already shown in Section 6.3.1, the energy levels Ei(q) and Ef (q) of the react-

ing system split into two new levels Ea and Eb upon weak interaction. The corre-
sponding wavefunctions ψa and ψb are given by Eq. (6.57). Far from the crossing
point the interaction is negligible and then Ea → Ei on the left side of the tran-
sition point and Ea → Efon the right side of the transition point as illustrated in
Figure 6.14. The stationary wavefunction of the complete system is given by

ψ(ΔE) = aψa (ΔE) + bψb(ΔE) (6.79)

In order to calculate the transition probability we have to start with the time-
dependent wavefunction which is given in accordance with Eq. (6.79),

ψ(ΔE , t) = a(t)ψa(q) exp
[
iEat
ℏ

]
+ b(t)ψb(q) exp

[
iEbt
ℏ

]
(6.80)

which satisfies the time-dependent Schrödinger equation

−iℏ
𝜕ψ
𝜕t

= Hψ (6.81)

If the equation is solved with the boundary condition a= 1, b= 0 as t → −∞, then|b(+∞)|2 gives the probability that the molecule enters the state νb, representing
a transition from curve a to curve b, as the system passes through the activation
state at the coordinate q = q∗. Similarly, |a(+∞)|2 = 1 − |b(+∞)|2 is the proba-
bility that the system remains on curve a. Since we are interested particularly in
this case, we can express the transfer probability by

P = |a(+∞)|2 = 1 − |b(+∞)|2 (6.82)

The factors a(t) and b(t) can be derived from Eq. (6.80) by using Eq. (6.81). Zener
finally obtained

P = 1 − exp
[
−
(

2πV
hvSa − Sb

)]
(6.83)
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Here |Sa − Sb| is the difference in slope of the two undisturbed energy profiles
and v is the velocity at which the system passes the crossing point. At equilibrium
we have Sa = −Sb and the latter quantities can be derived by using Eqs. (6.5)–
(6.8). In the case of v, usually the Boltzmann averaged velocity is taken, as given
by

v = (2 kT)1∕2

πm′ (6.84)

where m′ is the effective mass of the system. Determining Sa and Sb as described
above, inserting the corresponding values into Eq. (6.83) and using Eq. (6.84), one
obtains

P0 = 1 − exp(−2πΓ) (6.85)

where

2πΓ = |V |2π3∕2

hveff(kTλ)1∕2
(6.86)

In the general case the system is transformed by multiple passages, to give the
overall transition probability [22]

κLZ = P0 + (1 − P0)P0(1 − P0) +⋯) =
2P0

1 + P0
(6.87)

which is usually called the Landau–Zener transmission coefficient. It is clear from
Eq. (6.83) that the exponent depends strongly on the interaction energy |V |. Since
the whole Zener–Landau derivation is only valid for small interactions, Eq. (6.83)
can be expanded into a series for 2πΓ ≪ 1. We then have for extremely small
interactions

κLZ → 2πΓ (6.88)

The rate equation is given by

k = κLZ
ω
2π

[
exp

(
−(ΔG0 + λ)2

4kTλ

)]
(6.89)

where κLZ can be inserted from Eq. (6.87) or (6.88).

6.3.3
Adiabatic Reactions

6.3.3.1 Metal Electrodes
In the Marcus classical theory of electron transfer, adiabatic reactions are clas-
sified according to a strong coupling between the initial and final state, leading
to a large splitting of energy states (see Figure 6.5), as described already in Sec-
tion 6.1.3. In this case, the transmission factor approaches κ → 1. This problem
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certainly cannot be solved by applying the perturbation theory because the cou-
pling is too large. Around the late 1980s, the adiabatic electron transfer process
between a redox system and a metal electrode was approached theoretically by
Schmickler [23, 24], and has been tackled more recently by Smith and Hynes [19].
Schmickler [23, 24] was the first to introduce the so-called Anderson–Newns

model to problems of electron transfer at metal electrodes. In the latter model,
Anderson [25] and also Muscat and Newns [26] have considered the chemisorp-
tion of a single atom on a metal surface in vacuum. Chemisorption implies a rea-
sonably large energy required to remove the adsorbate from the surface, namely
in the order of 1 eV. Thus, a strong coupling exists between adsorbate and metal.
Anderson and Newns approached the problem by using a Hartree–Fock approx-
imation. According to this quantum mechanical method, the wavefunction of the
whole system is described by the product of the wavefunctions of the atomic or-
bitals. It has been shown, for instance, that the energy levels within the valence
band of a solid (tight binding case) are well described by using the Hartree–Fock
approximation (for details see, e.g., [27]). Anderson made a further simplification
insofar as he used a one-electron FockHamiltonian with spin. Even then the solu-
tion of the problem is rather complicated. Finally, the density of electronic states
in the adatom has been obtained as given by

ρa = Δ
π
[
(ε − εa − Λ)2 + Δ2

] (6.90)

where Δ(ε) is the width (broadening) of the energy states in the adatom and Λ(ε)
their shift; εa and ε are the electronic energies before and after contacting the
solid. Δ(ε) and Λ(ε) are given by the following two equations:

Δ(ε) = π
∑
κ

|Vak |2δ(ε − εk) (6.91)

Λ(ε) = P
∑
κ

|Vak |2
ε − εk

(6.92)

where |Vak | represents the correspondingcoupling energy and P theCauchy prin-
cipal value, whereas εk is the electronic energy of the k state in the solid. All en-
ergies refer to the vacuum level.
A full quantum mechanical derivation of Eqs. (6.90)–(6.92) would be beyond

the scope of this chapter. The best derivation is given in a review article byMuscat
and Newns [26]. The physical model resulting from this treatment is illustrated
in Figure 6.15. The broadening is mainly due to the overlap of one orbital in the
adatomwith all the k orbitals in themetal. The energy scheme given in Figure 6.15
is still oversimplified because the energy shift Λ(ε) of the adatom is a complicated
function of ε. The energy shift can only be taken to be constant if the width of the
valence band of themetal is much larger than the half-width of the distribution of
energy states in the adatom [26]. This situation is actually shown in Figure 6.15.
The latter approximation is not applicable for semiconductor electrodes where
two energy bands have to be taken into account.
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Figure 6.15 Energy scheme for a metal and an adatom before (a) and after contact (b), derived
according to the theoretical calculations given in [25, 26].

As already mentioned, Schmickler considered the adiabatic electron transfer
between a redox center and a metal electrode and derived free energy profiles of
the system as follows.
In this system, the redox center at a fixed distance from the electrode surface is

characterized by an orbital |φ⟩. In the case of an isolated redox center the energy
of the orbital is ε. The electronic Hamiltonian is then simply

Hel,r = εn (6.93)

where n is the operator (occupation number operator), indicating whether the
electron is present or not. Themetal electrode is described by a collection of spin-
less, quasi-free electrons, with the Hamiltonian

Hel,m =
∑
k

(
εknk + Vkc‡ack + V ‡

k c
∗
k ca

)
(6.94)

Here k is the momentum of the quasi-free electrons, whose single-particle ener-
gies εk include the effect of electron–electron repulsion renormalization and nk
is the occupation number operator for state |k⟩. In Eq. (6.94) the electronic cou-
pling between the electrode and the redox center is includedwhich is governed by
the matrix element V k between states |k⟩ and |φ⟩; c‡a and c‡k are the creation op-
erators for the states in the redox system and the metal, respectively, whereas ca
and ck are the corresponding annihilation operators. Creation and annihilation
means that an orbital k in themetal becomes occupied by an electron or emptied,
respectively; here in the presence of the electronic coupling.
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The Hamiltonian of the solvent has already been derived in Section 6.3.2 and is
given again (compare with Eq. (6.67)) by

Hsolv =
1
2
∑
ν
ℏων

(
p2
ν + q2ν

)
(6.95)

where pν and qν are again dimensionlessmoments and reaction coordinates, ω is
the fluctuation frequency, and ν refers to vibrational mode. It is assumed that only
modes are involved, where ℏ−ω < kT . Since themomentum is independent of q,
it can also be neglected. Schmickler assumed the interaction between the solvent
and the redox couple to be linear, that is,

Hint = (z − n)

[∑
ν
ℏgνqν

]
(6.96)

where gν is a kind of force constant (coupling constant), z is the charge number of
the redox system in its oxidized state, and n indicates whether the corresponding
orbital in the redox system is occupied (n= 1) or empty (n= 0). The factor (z− n)
ensures the proper sign in Eq. (6.96). The assumption of a linear interaction is
rather arbitrary and has not been commented upon by Schmickler.Wewill return
to this problem later.
The sum of Eqs. (6.93)–(6.96) leads to the usual Hamiltonian H for an electron

transfer reaction, that is,

H = Hel,r + Hel,m + Hsolv + Hint (6.97)

whereas the total free energy is given by

E = Eelectr + Esolv + Eint (6.98)

The electrical term consists of both the redox system and the electrode. Using the
Anderson–Newns model one can replace Eelectr by the electronic energy ε multi-
plied by the distribution of energy states ρ(ε), given by Eq. (6.90). Equation (6.98)
then becomes

E =
0

∫
−∞

ερ(ε)dε + 1
2
∑
ν
hωνq2ν + z

∑
ν
hωνgνqν (6.99)

Here it is integrated over all energy states taking the Fermi level as a reference
point.
As already mentioned before, Λ represents in Eq. (6.90) the energy shift of the

electron level of an adsorbed species due to the strong interaction with the metal.
In the case of a redox couple which is dissolved in a liquid, an additional shift
is caused by the interaction between the redox center and the solvent, which
Schmickler defined as

Λs = −

[∑
ν
ℏωνgνqν

]
(6.100)
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Using further the definition

ε̂(qν) = εa + Λs (6.101)

and assuming that the interaction with the solvent dominates over that with the
solid (Λ ≪ Λs), then we have

ρ(ε) = Δ
π[(ε − ε̂(q))2 + Δ2]

(6.102)

We are now mainly interested in deriving corresponding free energy profiles of
the complete system. This can be achieved by the following procedure.
It is of special interest to find the configurations for which the electronic en-

ergy has its minimum. According to the Hellman–Feynman theorem (quantum
mechanical rule) this can be obtained from⟨

𝜕H
𝜕qν

⟩
= 0 (6.103)

Applying this to Eq. (6.97), after having inserted Eq. (6.101), one obtains

q0ν = −(z − ⟨n⟩)gν ; ε0 = ε̂ + 2(z − ⟨n⟩)λ (6.104)

where λ is the reorganization energy of the redox system and ⟨n⟩ the occupation
probability. The latter is defined as

⟨n(qν)⟩ = 1
2π

+∞

∫
−∞

f (ω)ρ(ω)dω (6.105)

where f (ω) is the Fermi–Dirac distribution function (see Chapter 1) and ρ(ζ) the
density of electronic states in the redox system as given by Eq. (6.90). The solution
of Eq. (6.105) for the stationary state is given by

⟨n⟩0 = 1
π
arc cot

ε + 2(z − ⟨n⟩0λ)
Δ

(6.106)

Schmickler finally derived the potential energy F[⟨n⟩]of the system fromEq. (6.99)
by using Eqs. (6.106) and (6.104). (More specifically, Schmickler actually deter-
mined the energy difference between two configurations in order to avoid any
divergence of the integral; for details see [23, 24].) Figure 6.16 shows the corre-
sponding potential energies vs the reaction coordinate. They were calculated for
different Δ values, the latter being an important parameter in the Anderson–
Newns model describing the interactions of an adatom on the electrode surface
as given by Eq. (6.91). In the case of small Δ values, two well-defined minima
occur, corresponding to the reduced and oxidized state (Figure 6.16). This curve
is in principle identical to the lower curve in Figure 6.5), whereas the upper curve
is not shown in Figure 6.16. The minima are separated by an energy barrier of a
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Figure 6.16 Potential energy curves for a one-dimensional model for a metal–liquid (redox
system) interface for λ = 1.0 eV: Δ = 0.01 eV (– ⋅ – ⋅ –); Δ = 0.1 eV (⋅ ⋅ ⋅ ⋅ ⋅); Δ = 2λ∕π (– – –);
Δ = 1 eV (——–) (see the text) (after [23, 24]).

height which is close to λ∕4, that is, a value which is obtained for the nonadia-
batic case in theMarcus theory.With increasing energy width, the energy barrier
is lowered; it disappears at Δ = 2λ∕π, and for even higher Δ values only one
minimum occurs. Accordingly, in the case of very strong interaction, the elec-
tron transfer between a redox system and a metal electrode occurs without any
activation. Applying an external voltage to the system leads to a variation of the
potential curves similar to that found with traditional theories.
Smith and Hynes used the same approach in principle for adiabatic reactions

at metal electrodes [19]. They described the solvent in terms of the single col-
lective variable ΔE, rather than by a collection of harmonic oscillators as already
introduced in Section 6.3.2.

6.3.3.2 Semiconductor Electrodes
Smith et al. extended the basic Anderson–Newns model introduced in the pre-
vious section to electron transfer reactions at semiconductor–liquid interfaces,
related them to molecular orbital theory, and addressed certain inherent energy
dependences in them [28]. These authors also performed for the first time elec-
tronic structure calculations coupled to molecular dynamics simulations, that is,
they carried out “first principle” molecular dynamic calculations. Their principal
approach is as follows.
Similarly to other approaches, Smith et al. first derived the Hamiltonians of the

system. The Hamiltonian associated with the solvent nuclei is expressed in terms
of ΔE instead of a reaction coordinate q. Using Eq. (6.74) (introduced already in
Section 6.3.2.2) we have

Hsolv =
p2s
2ms

+ 1
2
ks(ΔE)2 (6.107)
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The solventmassms and the force constant ks are related to the solvent frequency
ωs by

kBTms = ⟨(ΔE)2⟩ ; ksms = ω2
s (6.108)

The electronic Hamiltonian is given by

Hel = naσ (ΔE + εaσ ) +
∑
κ

[
εknkσ +

(
Vakc∗aσ ckσ + Vkac∗kσ caσ

)]
(6.109)

where naσ and nkσ represent the operator, indicating whether the electron in the
redox system and in the semiconductor, respectively, is present or not. The other
quantities have already been defined in connection with Eq. (6.95). In principle,
this Hamiltonian corresponds to the sum of the Hamiltonians (Hel,r+Hel,m) given
by Eqs. (6.93) to (6.95) as derived by Schmickler (see the previous section). The
first termdescribes the redox systemand the second the semiconductor.However,
there are some essential differences compared with Schmickler’s derivation, firstly
that the electron spin is included, denoted by the subscript σ.
Concerning the first term corresponding to Hel,r in Schmickler’s derivation,

it may be surprising that ΔE occurs here as an additional term to εaσ (εeff =
εaσ + ΔE). However, the problem becomes clear if it is remembered that ΔE es-
sentially is the Coulomb part of the energy difference between the reduced and
oxidized species resulting from the long-range interaction of the atomic charges
of the redox molecule and of the solvent, as discussed already in Section 6.3.2.2.
On the other hand, the internal electronic energy of the redox molecule is ac-
counted for by εaσ . Accordingly, εaσ is basically the ionization energy of the redox
species in a vacuum. It is well known from solid state physics that the minimum
energy necessary for an electron to escape is affected by the applied electric field
and the electron’s own image potential which occur as additive quantities to the
ionization potential. In the case of a redox system, we have an analogous situa-
tion where an electric field is set up by the interaction between redox species and
solvent. The ΔE term describes the electric field potential caused by the solvent
because the major component is just given by

ΔE =
∑
i

qredδsolv(i)
ri

−
∑
i

qoxδsolv(i)
ri

(6.110)

The first term in this equation describes the Coulomb interaction of the total
charge of the reduced species (qred) with the partial charge on each solvent atom
(δsolv,i). The second term is the same interaction for the oxidized species and ri is
the distance between the center of the redox species and each solvent molecule.
If only one electron is transferred we obtain approximately

ΔE =
∑
i

(qred − qox)δsolv(i)
ri

=
∑
i

(−1)δsolv(i)
ri

(6.111)

Thus, ΔE basically adds the Coulomb potential produced by the solvent to the re-
dox species vacuum ionization energy εaσ and εeff = (εaσ +ΔE), which is roughly
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the ionization energy of the redox species in the presence of the solvent. Schmick-
ler described the interaction by a separate Hamiltonian (Eq. (6.96)) which is linear
with respect to the reaction coordinate. In Smith’smodel the interaction is already
described in εeff which also depends linearly on ΔE.
In an adiabatic regime where nuclearmotion is effectively decoupled from elec-

tronic motion (due to their differences in time scale), the full Hamiltonian could
be broken into two parts, namely the electronic part and the nuclear part. Accord-
ingly, the electrons can be described by a wavefunction which by itself obeys the
Schrödinger equation. Considering the ground state we then have

Hel(ΔE)|ψ0(ΔE)⟩ = E0(ΔE)|ψ0(ΔE)⟩ (6.112)

where E0 is the electronic ground state energy. It is assumed that the nuclei can be
treated classically so that their energy is just a function of the reaction parameter
ΔE and the momentum, that is, the Schrödinger equation is not needed.
Accordingly, Eqs. (6.107) and (6.109), the total Hamiltonian (Hel + Hsolv), can

be expressed by

H =
P2
s

2ms
+ 1

2
ks(ΔE)2 + E0(ΔE)

=
P2
s

2ms
+ F(ΔE) (6.113)

where F(ΔE) is the total free energy of the system,

F(ΔE) = 1
2
ks(ΔE)2 + E0(ΔE) (6.114)

The ground state energy E0 was derived as follows. The ground state occupation
number of the redox species orbital is given by Eq. (6.105); written in terms of ΔE
this leads to

⟨n(ΔE)⟩ = ∫ f (ε)ρ(ε, ΔE)dε (6.115)

Using the Hellman–Feynman theorem, the ground state electronic energy for the
system is then

E0(ΔE) = ∫ ⟨n(ΔE)⟩ d(ΔE) (6.116)

Concerning the density of state function ρ(ε, ΔE), Eq. (6.90), resulting from the
Newns–Andersonmodel itmust be emphasized that in the case of semiconductor
electrodes the broadening Δ(ε) and the shift Λ(ε) of orbitals of the redox species
cannot be neglected or taken to be independent of energy. This makes, of course,
an evaluation of E0 and therefore of the free energy profile very difficult. Smith et
al. applied the method of MD simulations [19, 28]. This method can be used to
calculate the change in solvent and redox species configurationwith time, and also
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Figure 6.17 Free energy surfaces for the InP–
liquid interface calculated from the molecular
orbital molecular dynamics (MD). The solid
curve is for the case of fixed semiconductor

atoms; the dashed curve is calculated by in-
cluding the dynamics of the semiconductor
atoms (after [29]).

to calculate the change of energy with time. Since these authors included quan-
tum mechanical calculations at each time step in the MD simulations, they could
determine potentials, the electronic structure of the complete system (i.e., of the
semiconductor also), and also the flow of electrons between the semiconductor
and the redox species. A detailed description of these “first principle” calculations
would be beyond the scope of this chapter. They have calculated the free energy
profile of a few systems from their three-dimensional MD simulation. One exam-
ple, that of InP electrode–water–Fe(H2O)2+∕3+6 is given in Figure 6.17 [29]. This
profile was derived by holding the redox molecules fixed at about 5Å from the
electrode, but allowing them to move transversely to the surface.
Using the transition state theory the rate constant is then given by

kTST =
(ωR

2π

)
exp

(
−ΔF‡

kBT

)
(6.117)

where ζR is the reactant well frequency. The latter is given by

ωR = (ms)1∕2
(

𝜕2F
𝜕(ΔE)2

)1∕2

at ΔE = ΔER

that is, it is proportional to the square root of the second derivative of the free
energy profile at the well of the reactant. The activation energy is obviously the
barrier height in the free energy profilewhich can be calculated from theMD sim-
ulation. These rate constants will be discussed in more detail in the next section.
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6.4
The Problem of Deriving Rate Constants

There are various techniques for measuring rate constants experimentally. In the
case of reactions in homogeneous solutions, the flux is determined by fast analyti-
cal tools, whereas for electrochemical reactions interfacial currents aremeasured.
Considering at first a simple electron transfer between a donor and an acceptor
in homogeneous solutions, such as

D + A ⇔ D+ + A−

then the rate is given by

dcD
dt

= kcDcA (6.118)

where cD and cA are the donor and acceptor concentrations, respectively. In
order to avoid dimension problems, the concentrations will be given here in
molecules per cm3. Accordingly, the second-order rate constant k is given in
units of (cm3 s)−1. It must be emphasized that the rate constant ket derived theo-
retically (see, e.g., Eq. (6.89)) has a completely different unit, namely s−1, because
of the pre-exponential factor ω∕(2π). The reason is that ket in Eq. (6.89) describes
just a single elementary process, whereas in an experiment the possibility of elec-
tron transfer fromonemolecule tomany other acceptors has to be considered and
we have to integrate over the whole space. Therefore, ket is a local rate constant.
This is illustrated in Figure 6.18.
The rate constant k can be related to ket by

k (cm3 s)−1 = ∫ ketFsphere dr (6.119)

where Fsphere is the surface of the donor sphere. This relation has to be considered
if any prediction for rate constants is made.
A similar problem arises for electrochemical reactions. Again considering here

the reaction

Ox + e− ⇒ Red

Figure 6.18 Geometric considerations for the calculation of real rate constants.
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the interfacial current at a metal electrode is given by

j = ekcox

or the electron flux by

flux ⇒
j
e
= kcox (6.120)

where cox is the concentration of the ox species of the redox system again in units
of cm−3. Since the current is given in units of (A cm−2) and the corresponding flux
in units of (cm−2 s−1), the first-order rate constant k is given in (cm s−1). The latter
can be related to the local rate constant ket, defined by Eqs. (6.89) or (6.117), by

k (cm s−1) = 1
c0ox ∫ ket(z)cox(z)dz (6.121)

where c0ox is the concentration in the bulk of the solution. The z-axis refers to a di-
rection perpendicular to the electrode surface. The distance dependence of ket(z)
refers to the possibility that an electron transfer to an acceptor molecule is not
only restricted to adsorbed molecules but may also occur with molecules which
are located at a certain distance from the electrode surface. Since the electronic
couplingmatrix element goes to zero roughly exponentially with distance (Smith,
B.B., private communication), the local rate constant ket(z) goes to zero as z goes
to infinity, so that the integral converges also for a molecule concentration which
is constant throughout the system. It is clear from Eq. (6.21) that the main diffi-
culty for a quantitative prediction of the rate constant k is the calculation of the
distance dependence of ket(z).
The problembecomes evenmore severewhenusing a semiconductor electrode.

Since the electron density at the semiconductor surface ns is variable and small
compared with that at metal electrodes, the electron flux is defined as

flux ⇒ kcoxns (6.122)

Again using the unit cm−3 for cox and ns, then the rate constant k has the unit
cm4 s−1 in the above equation. Inserting the local rate constant, we have here

k (cm4 s−1) = c−10 n−1
s ∫

x
∫
y
∫
z
∫
z′

ket(z′)ns(x , y, z)dx dy dz dz′ (6.123)

where x, y, z correspond to theCartesian coordinates in the half-plane of the semi-
conductor and z′ is a Cartesian coordinate in the liquid half-space describing the
perpendicular distance to surface. The calculation of this rate constant is rather
difficult because the interaction of the redox species with the semiconductor de-
pends on the distance of these two components. There may be an adiabatic elec-
tron transfer from the semiconductor to the nearest redox molecule but a nona-
diabatic one for a molecule which is at a larger distance from the surface. Accord-
ingly, free energy profiles and the activation energy ΔF‡ must be calculated for
various distances in order to obtain values of the local rate constant ket.
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6.5
Comparison of Theories

In the previous sections, themain models and theories have been presented. In all
models the fluctuation of the solventmolecules is described by a harmonic oscilla-
tion leading to a Gaussian type of exponential function in the corresponding rate
equations. The weak interaction between the solid electrode and redox system
(still nonadiabatic) and the strong interaction (adiabatic) have been described by
quantummechanical approaches. These interactions lead to a splitting of the free
energy profiles near the crossing point of the reactant and of the product. It is still
an open question how large the energy splitting must be for an adiabatic process
(transmission factor κ = 1). Schmickler concluded from his model that an energy
splitting of 0.08 eV should be sufficient if a reorganization of inner sphere modes
is required, and for outer sphere reactions, he assumed values even in the order
of 10−3 eV, that is, that relatively little interaction is needed to make a reaction
adiabatic.
The Gerischer model is conceptually different in that electron energy states of

the redox system are introduced. In this model it is simply the Coulombic in-
teraction between the solvent and the redox species that changes the energy of
the system and creates a distribution of energies, that is, the solvent fluctuation
leads to a broadening of these states. This model was derived on the basis of a
one-molecular orbital of the redox couple. Interestingly, Smith andNozik also ob-
tained energy states of the redox system from their MD simulations. In their case,
however, many molecular orbitals have been included. One example is the couple
Fe(H2O)2+∕3+6 . These authors calculated by theMDmethod the distribution of the
s, p, and d orbitals of redoxmolecules which were located within a distance of 4Å
from a (100) face of InP. The corresponding density of states (DOS) for the d or-
bitals of the reduced species, Fe(H2O)2+6 , is given in Figure 6.19. The heavy curve

Figure 6.19 Distribution of energy states of Fe(H2O)
2+∕3+
6 near an InP electrode surface (heavy

curves show DOS with water present). The figure shows the distribution of d orbitals of the
redox molecules which are located within a distance of 4Å from a (100) InP surface (after [29]).



168 6 Electron Transfer Theories

shows the DOS as calculated with solvent (H2O) present, that is, with 40H2O
molecules closest to Fe and the lighter curve represents the results obtained with-
out the additional H2O molecules. A broadening of the electronic levels occurs
due to the Anderson–Newns model, and on the other hand a broadening and
shift occurs because of the Coulombic interaction between the redox species and
the solvent. Similar results have been obtained for the s and p orbitals, which are
not shown here because only the d states are involved in the electron transfer.
If such a multiorbital system were to be used in the Gerischer model, then the

corresponding distribution of Wox and Wred or Dox and Dred would look more
complicated.
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Chapter 7
Charge Transfer Processes at the Semiconductor–Liquid
Interface

Electron transfer reactions at metal electrodes had been studied long before the
investigations of processes at semiconductor electrodes were started. They were
even studied long before Marcus published his model of electron transfer pro-
cesses. Early in this century, kinetic models on electron transfer processes had
already been developed, which are still used for analyzing experimental data ob-
tained withmetal electrodes. Since the corresponding descriptions of the electro-
chemical kinetics and the application of various techniques are also of importance
in semiconductor electrochemistry, the essential results obtainedwithmetal elec-
trodes will be briefly presented in Section 7.1.

7.1
Charge Transfer Processes at Metal Electrodes

7.1.1
Kinetics of Electron Transfer at the Metal–Liquid Interface

In this section, we only consider electron transfer processes between a redox cou-
ple dissolved in the electrolyte and an inertmetal electrode such as platinum.Here
an inert electrode means that we work in a potential range where essentially no
other electrochemical reactions take place. Considering a single electron transfer
step as given by

Ox + e− = Red (7.1)

the anodic current j+ (oxidation of the redox system) and the cathodic current j−
(reduction of the redox system) are given by

j+ = ek+cred (7.2a)

j− = ek−cox (7.2b)

and the total current density by

j = j+ − j− (7.2c)

Semiconductor Electrochemistry, Zweite Auflage. Rüdiger Memming.
©2015WILEY-VCHVerlagGmbH&Co.KGaA.Published2015byWILEY-VCHVerlagGmbH&Co.KGaA.
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in which cred and cox are the concentrations of the reduced and oxidized species,
respectively. In Eqs. (7.2a) and (7.2b), we have current densities in unit A cm−2.
If we take the concentrations in terms of the number of molecules or ions per
cm−3 and the charge e in As, then the rate constants k+ and k− have dimensions
of cm s−1. In traditional electrochemistry, usually, the Faraday constant F instead
of the elementary charge e is used. Then the concentrations should be given in
mol l−1 which finally leads to the same dimension for k. We prefer the first di-
mensions because it is then easier to compare redox processes at metal and semi-
conductor electrodes. It should bementioned that the rate constants defined here
are related to the local rate constant ket (dimension s−1) by Eq. (6.121). The local
rate constant has been calculated by using various theories depending on weak or
strong interactions (see Chapter 6).
As already mentioned in the introduction to this chapter, kinetic models de-

scribing electron transfer processes at metal electrodes had been used for a long
time beforeMarcus developed his theory. At a fairly early stage, a transition state
model was applied; the rate constants were described in terms of activation energy
so that we have

k+ = k′ exp

(
−
ΔG#

+

kT

)
(7.3a)

k− = k′ exp

(
−
ΔG#

−
kT

)
(7.3b)

where the ΔG# terms are the free energies of activation. The pre-exponential fac-
tor will be discussed later.
Considering now the equilibriumcase, the two partial currents given in Eq. (7.2)

must be equal ( j+ = j−). Substituting Eq. (7.3) into Eq. (7.2), one obtains after
rearranging the equation

ln
cox
cred

= ln
k+0
k−0

=
ΔG#

− − ΔG#
+

kT
(7.4)

where k+0 and k−0 are the rate constants at zero current. In the case of equilib-
rium, the concentrations of the redox species are also determined by the Nernst
equation as given by

e(Uredox − U0
redox)

kT
= ln

cox
cred

(7.5)

where U0
redox is the standard redox potential (cox = cred) and Uredox is the actual

redox potential for a given concentration ratio cox∕cred ≠ 1. Combining Eqs. (7.4)
and (7.5), one obtains

ΔG#
+ − ΔG#

− = e(Uredox − U0
redox) (7.6)
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Figure 7.1 Free energy vs reaction coordinate. (a) Equilibrium, (b) under polarization.

The transition state is shown in Figure 7.1 in terms of a free energy–reaction co-
ordinate diagram. It is useful to also consider the same type of diagram under
standard conditions (cox = cred) as shown in Figure 7.2. Here the free energy min-
ima of the “Ox” and “Red” species occur at the same level because ΔG#

+ −ΔG#
− in

Eq. (7.6) becomes zero (ΔG = 0).
The rate constants defined by Eq. (7.3) and consequently the anodic and ca-

thodic currents can be changed by varying the electrode potential via an external
voltage to the cell. Considering again at first the standard case (see Figure 7.2), the
barrier height ΔG#

+ for an anodic reaction is decreased and ΔG#
− is increased by

applying a positive voltagewith respect to the equilibrium condition (Figure 7.2b).
According to this model, the potential dependence of the interfacial current is
caused by the potential dependence of the rate constants. As will be shown later,
in this aspect metal, electrodes behave completely different from semiconductor
electrodes. It also becomes clear from Figures 7.1 and 7.2 that a variation of the
concentration ratio leads to the same effect as that caused by an application of a
voltage to the cell. This is reasonable because an increase of cred speeds up the
reaction rate, that is, the barrier height must be smaller as shown in Figure 7.1a.
At first sight, one might expect from Figure 7.2 that an application of an over-

voltage η = UE − U0
redox leads to an identical decrease of the barrier height. The

consequence would be that the other barrier height, ΔG#
−, and consequently the

cathodic current would remain constant. Since such a model was not acceptable,
a linear relation between the electrode potential or overvoltage and the activation
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Figure 7.2 Free energy vs reaction coordinate under standard conditions. (a) Equilibrium,
(b) under polarization.

energy was assumed as given by

ΔG#
− = ΔG#

0 + αe
(
UE − U0

redox

)
(7.7a)

ΔG#
+ = ΔG#−

0 (1 − α)e
(
UE − U0

redox
)

(7.7b)

in which ΔG#
0 is the activation energy under standard conditions (cox = cred). By

the introduction of the transfer factors α and (1 − α), it has been ensured that
both activation energies are varied upon the application of an external voltage. In
the case of α = 0.5, the overvoltage varies both activation energies by the same
amount. The α factor is further discussed below. In addition, it is useful to define
a rate constant k0 for the equilibrium case under standard conditions (Uredox =
U0

redox) which is given by

k0 = k′ exp

(
−
ΔG#

0

kT

)
(7.8)

There is only one k0 value for reactions in both directions because the barrier
heights are equal at equilibrium under standard conditions. It is also useful to
derive the rate constants k+0 and k−0 for any other redox potential at equilibrium
(UE = Uredox) which can be obtained from Eqs. (7.3a) and (7.3b). After inserting
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Eqs. (7.8), (7.7a), and (7.7b), one obtains

k+0 = k0 exp

(
(1 − α)e

(
Uredox − U0

redox

)
kT

)
(7.9a)

k−0 = k0 exp

(
(1 − α)e

(
Uredox − U0

redox

)
kT

)
(7.9b)

The rate constants under polarization are obtained from Eq. (7.3) by using
Eqs. (7.7) and (7.9). We have then

k+ = k+0 exp
( (1 − α)e(UE − Uredox)

kT

)
(7.10a)

k− = k−0 exp
(
−
αe(UE − Uredox)

kT

)
(7.10b)

The term UE − Uredox = η is the applied overvoltage. The current–potential de-
pendence can be obtained from Eq. (7.2). After the substitution of k+0 and k−0 by
Eqs. (7.10a) and (7.10b), one obtains

j = j0
[
exp

(
(1 − α)eη

kT

)
− exp

(
−
αeη
kT

)]
(7.11)

In traditional electrochemistry, this equation is known as the Butler–Volmer re-
lation in which j0 is the exchange current. The latter is equal to the anodic and the
cathodic partial currents at equilibrium (η = 0) and are given by

j0 = k0cox exp

(
−
αe

(
Uredox − U0

redox

)
kT

)

= k0cox exp

(
(1 − α)e

(
Uredox − U0

redox

)
kT

) (7.12)

A theoretical current–potential curve ( j∕ j0 versus η) is given in Figure 7.3 for
α = 0.5. It should be emphasized here that Eq. (7.11) is only valid in this simple
form if the current is really kinetically controlled, that is, if the diffusion of the
redox species toward the electrode surface is sufficiently fast. According to the
Butler–Volmer equation (Eq. (7.11)), the current increases exponentially with the
potential in both directions. In this aspect, charge transfer processes atmetal elec-
trodes differ completely from those at semiconductors. When the overpotential
is sufficiently large, eη∕(kT) ≫ 1, one of the exponential terms in Eq. (7.11) can
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Figure 7.3 Current–potential curve according to the Butler–Volmer equation for α = 0.5.
Dashed lines represent the partial currents (after [2]).

be neglected compared to the other. In this case, we have either

ln j = ln j+ = ln j0 +
(1 − α)eη

kT
(7.13a)

or

ln j = ln j− = ln j0 −
αeη
kT

(7.13b)

This is the so-called Tafel equation (Tafel was the first person to find empiri-
cally a linear relation between log j and η). Meanwhile many redox reactions at
metal electrodes have been investigated (see, e.g., [1]). One example is shown in
Figure 7.4. It should be mentioned that the relevant experiments are performed
with electrolytes containing a sufficiently high concentration of a conducting salt
so that the externally applied potential occurs only across the Helmholtz double
layer. Usually, α values between 0.4 and 0.6 are found. An extrapolation of the lin-
ear portions of the log j−η curves to η = 0 yields the exchange current j0 which
is concentration dependent. Usually, j0 values are given for standard conditions,
that is, for cox = cred = 1mol l−1. For further details on the evaluation of more
complex systems, the reader is referred to [1, 2].
As alreadymentioned previously, the derivation of the Butler–Volmer equation,

especially the introduction of the transfer factor α, is mostly based on an empirical
approach. On the other hand, the model of a transition state (Figures 7.1 and 7.2)
looks similar to the free energy profile derived for adiabatic reactions, that is, for
processes where a strong interaction between the electrode and redox species ex-
ists (compare with Section 6.3.3). However, it should also be possible to apply the
basic Marcus theory (Section 6.1) or the quantum mechanical theory for weak
interactions (see Section 6.3.2) to the derivation of a current–potential curve. Ac-
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Figure 7.4 Tafel plot of current–overvoltage (after [2]).

cording to these models, the activation energy is given by (see Eq. (6.10))

ΔG#
+ =

(e(UE − Uredox) − λ)2

4λ
(7.14a)

ΔG#
− =

(e(UE − Uredox) + λ)2

4λ
(7.14b)

Restricting the derivation to an anodic process, the current is given by

j+ = ek+0 cred exp
[
−
(eη − λ)2

4kTλ

]
(7.15)

When η = 0,

j+ → j0 = ek+0 cred exp
[

λ
4kT

]
(7.16)

It is clear from Eq. (7.15) that the theoretical models derived in Chapter 6 do not
yield a simple exponential j–η relation. Only in the case of large reorganization
energies (λ ≫ eη), one can neglect the η2 term in the numerator of the exponen-
tial function and obtains a Tafel type of relation:

j+ = j0 exp
[ eη
2kT

]
(7.17)

Interestingly, this approximation yields an exponential term with a transition fac-
tor of α = 1∕2whichwould correspond to a slope for theTafel equation of 120mV
per current decade. There are certainly many redox systems with which this slope
has nearly been verified (α ≈ 0.4−0.5). On the other hand, one would expect a
deviation from a linear log j−η plot for redox couples with a reorganization en-
ergy of λ < 1 eV. This is, however, difficult to prove because small λ values lead
to large exchange currents (Eq. (7.16)). Since then the electron transfer process is
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very fast the current becomes easily diffusion controlled (see Section 7.1.2). The
absence of clear evidence for a curved Tafel slope has raised the criticism of the
electron transfer theories as described in Chapter 6 (see [3]). However, experi-
mental proofs for the electron transfer theories were provided by measurements
with electrodes coated with an insulating film which decreased the reaction rate
by several orders ofmagnitude. In this case, the current could bemeasured at high
overpotentials without having problems with transport limitations [4, 5]. Miller
et al. investigated various outer-sphere redox reactions at gold electrodes coated
with hydroxythiol layers (thickness 20Å). In all cases, they found the expected
curvature. Further details are given in Section 7.3.6.
The redox process at metal electrodes, as previously described, should also be

briefly discussed in terms of the Gerischer model (see Section 6.2). Assuming
equal concentrations for the reduced and oxidized species of the redox system,
the energetics of the metal–liquid interface are given in Figure 7.5 for equilib-
rium, cathodic, and anodic polarization. The anodic and cathodic currents are
then given by (see Eq. (6.42))

j+ = ek̄cred

∞

∫
EF

(1 − f (E))ρ(E) exp

[
−
(E − EF,redox − λ)2

4kTλ

]
dE (7.18a)

j− = ek̄cox

EF

∫
−∞

f (E)ρ(E) exp

[
−
(E − EF,redox − λ)2

4kTλ

]
dE (7.18b)

Here, ρ(E) is the distribution of energy states in the metal, whereas f (E) is the
Fermi distribution function as given by Eq. (1.25), that is, f (E)ρ(E) is the num-
ber of occupied and (1 − f )ρ(E) is the number of empty states in the metal. The
exponential terms correspond to the distribution functions of the empty and oc-
cupied states of the redox system as illustrated in Figure 7.5. All terms describing
the interaction between the electrode and redox system and other factors such as
normalization are summarized in the pre-exponential factor k− which will not be
discussed here.
Since the externally applied voltage occurs only across the Helmholtz layer at

themetal–electrolyte interface, the energy levels on both sides of the interface are
shifted against each other as illustrated in Figure 7.5. Upon cathodic polarization,
an electron transfer occurs from the occupied states in the metal where the latter
overlap with the empty states, Dox, of the redox system (Figure 7.5b). The reverse
process occurs from the occupied states, Dred, of the redox system into the empty
states of the metal. Accordingly, one has to integrate Eq. (7.18) over a relatively
large energy range. An analytical solution of this equation is, however, not possi-
ble. Since the distribution functions vary exponentially with E2 and since in most
cases the overlapping between corresponding states on both sides of the inter-
face is limited to a rather small energy range, the electron transfer occurs mainly
within 1kT around the Fermi level. Hence, it is a reasonable approximation to
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Figure 7.5 Energy diagram for the interface of a metal electrode and a redox system in a solu-
tion at equilibrium and under the anodic and cathodic biases.

replace the integrals by inserting dE = 1 kT and E = EF. One then obtains equa-
tions which are identical to Eqs. (7.14a) and (7.14b). This result is not surprising
because bothmodels (Marcus and Gerischer) contain the same exponential func-
tion which is based on the assumption that the solvent molecules fluctuate like a
harmonic oscillator. For details, see Chapter 6.
Finally, it should be mentioned that a kinetically controlled process is called an

irreversible reaction.
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7.1.2
Diffusion-controlled Processes

If the kinetics of electron transfer at an electrode is very fast, then the interfacial
current becomes controlled or even limited by the diffusion of the redox species
toward the electrode. In this case, the concentration of the reacting species at
the electrode surface is decreased with respect to its bulk concentration and will
be zero for large polarizations. Then the current reaches a limiting value which
can only be increased by disturbing the solution or by rotating the electrode.
Quantitative information can be obtained by solving the diffusion equation. Since
we have two diffusing species, one diffusing toward the electrode and the other,
namely the product, away from the surface, in fact, two diffusion equations have
to be solved. They are given by

𝜕cox
𝜕t

= Dox
𝜕2cox
𝜕z2

(7.19a)

𝜕cred
𝜕t

= Dred
𝜕2cred
𝜕z2

(7.19b)

in whichDox andDred are the diffusion coefficients of the “Ox” and “Red” form, re-
spectively. In the above equations, it is assumed that the solution is not disturbed
and that the diffusion of molecules is only perpendicular to a planar electrode
surface along the z-axis. It is further assumed that the initial concentration of the
“Red” species is constant and equal to the bulk concentration c0red, whereas the
concentration of the “Ox” species is zero. Then the two equations can be solved
by using themethod of Laplace transformation.Omitting here the detailed deriva-
tion, the solutions of Eqs. (7.19a) and (7.19b) are

cred(c, t) = c0red

(
Dred∕Dox

)1∕2 csred∕csox + erf
(
z∕2D1∕2

red t
1∕2

)
1 +

(
Dred∕Dox

)1∕2 csred∕csox (7.20a)

cox(c, t) = c0ox
Dred∕Dox

[
1 − erf

(
z∕2D1∕2

red t
1∕2

)]
1 +

(
Dred∕Dox

)1∕2 csred∕csox (7.20b)

in which erf() is the error function, whereas csred and csox are the concentrations of
the Red and the Ox species, respectively. For details, see for instance [2, 6].
We aremainly interested in the surface concentrations at z= 0. Since erf(0) = 0,

the surface concentrations csred and csox can be obtained from Eq. (7.20):

csred = c0red

(
Dred∕Dox

)1∕2 csred∕csox
1 +

(
Dred∕Dox

)1∕2 csred∕csox (7.21a)

csox = c0ox

(
Dred∕Dox

)1∕2 csred∕csox
1 +

(
Dred∕Dox

)1∕2 csred∕csox (7.21b)
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These equations look rather complex. Since the electron transfer itself was as-
sumed to be very fast so that the Ox and Red species are always in equilibrium at
the electrode surface, the ratio of the surface concentrations is given by theNernst
equation. Accordingly, we have

csox
csred

= exp

[
e
(
UE − U0

redox

)
kT

]
(7.22)

Therefore, Eq. (7.21) actually relates the surface concentrations to the electrode
potential. It is also useful to define the thickness of a depleted layer, Ldiff, as the
distance over which a linear concentration gradient would produce the same flux
at the electrode surface as calculated from an exact solution to the diffusion equa-
tion. The flux is given by Fick’s first law:

flux = Dred
𝜕cred(x , t)

𝜕z
(7.23)

where cred is given by Eq. (7.20a). Differentiating Eq. (7.20a), one obtains

flux = cred
(Dred∕πt)1∕2

1 +
(
Dred∕Dox

)1∕2 csred∕csox (7.24)

(The differentiation of an error function yields an exponential function.) The flux
through a linear concentration gradient can also be expressed by

flux = Dred

(
c0red − csred

)
Ldiff

(7.25)

Substituting csred from Eq. (7.21a), we have

flux = c0red
Dred∕Ldiff

1 +
(
Dred∕Dox

)1∕2 csred∕csox (7.26)

Comparing this flux with that obtained from the exact solution (Eq. (7.24)) for
z= 0, one obtains

Ldiff = (πDredt)1∕2 (7.27)

One may also interpret Ldiff as the diffusion length of the redox molecules. In
principle, this relation is identical to the diffusion length of minority carriers in
semiconductor crystals (L = (Dτ)1∕2, see Eq. (2.26)). The only difference is that
the lifetime τ of the minority carriers in a semiconductor is a material constant,
whereas Ldiff depends on the time. In Figure 7.6, the concentration profile in terms
of Ldiff is illustrated.
As alreadymentioned before, the diffusion of the redox species can be enhanced

by disturbing the solution. The most well-defined mass transport is obtained by
using a rotating disk electrode (as described in Section 4.2.3). As derived at first
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Figure 7.6 Concentration profile for diffusion to a planar electrode (xD corresponds to Ldiff in
the text) (after [2]).

by Levich, the thickness of the diffusion layer increases with the rotation speed ω
of the electrode disk. The quantitative relation is given by

Ldiff = 1.61D1∕3ω−1∕2ν1∕6 (7.28)

in which ν is the kinematic viscosity of the solution. We have omitted here the
complete derivation, and the reader is referred to the relevant literature [7–9].
Concerning the dimensions of ω, it must bementioned that the latter is an angular
speed in radians per second (2π times the rotation speed in hertz) in Eq. (7.28).
Since ω is usually given in rotations per minute (rpm), one should bear in mind
that 1 radiant corresponds to about 10 rpm. Taking typical values ofD and ν (D =
10−5 cm2 s−1 and ν = 10−2 cm2 s−1) and a rotation speed of 500 rpm, one obtains
Ldiff ≈ 10−4 cm.
More interesting is the current due to the flux of molecules toward the surface.

Considering again only the diffusion of the Red species toward the electrode, the
flux is given by Eq. (7.24). The net current at z= 0 is then given by

j+diff(0, t) = ec0red
(Dred∕πt)1∕2

1 +
(
Dred∕Dox

)1∕2 csred∕csox (7.29)

This equation is only valid for t> 0. When the electrode potential is large and
positive, that is,UE ≫ U0

redox, then c
s
red becomes very small according to Eq. (7.22).

In this case, each Redmolecule that arrives on the surface is reduced. Any further
potential increase does not make the current any larger because it is limited by
the rate of diffusion of Red to the electrode. Setting csred = 0, one obtains from
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Eq. (7.25) a limiting current as given by

j+lim = ec0red

(Dred

πt

)1∕2

(7.30a)

πt can be substituted by using Eq. (7.27). This leads to

j+lim = ec0red
Dred

Ldiff
(7.30b)

This limiting current increases linearly with the bulk concentration and de-
creases with the square root of time. Accordingly, this current should decrease
by a factor 10 within a time interval from 1 to 100 s. In most experiments, such a
variation in current is not observed because of some convection of the liquid.
The potential dependence of the diffusion current is clearly seen if the time in

Eq. (7.29) is eliminated by dividing j+diff by j+lim, the latter being given by Eq. (7.30),
and by substituting csred∕c

0
ox by using Eq. (7.22). We have then

UE = U0
redox +

kT
e

ln
( Dox

Dred

)
+ kT

e
ln

(
j+lim
j+diff

− 1

)
(7.31)

It should be remembered that this equation is only valid for experiments where
j+diff and j+lim are measured at the same time. It is further useful to introduce the
so-called half-wave potential U1∕2 where j+diff = 1∕2 j+lim. As can be easily derived
from Eq. (7.31), it is given by

U1/2 = U0
redox +

kT
e

ln
( Dox

Dred

)
(7.32)

Equation (7.31) can then be written as

UE = U1∕2 +
kT
e

ln

(
j+lim
j+diff

− 1

)
(7.33)

This equation was derived at first by Heyrovsky and Ilkovic [10] and is usually
called theHeyrovsky–Ilkovicequation. Inmost cases, the diffusion coefficients of
the Ox and Red species are not very different, so that U1∕2 is essentially the stan-
dard redox potential. A theoretical current–potential curve in terms of j+diff∕ j

+
lim

versus UE − U1∕2 is shown in Figure 7.7. A semilogarithmic plot would yield a
straight line (see Section 7.1.3). It should be mentioned here that Eq. (7.32) can
also be applied to majority carrier processes at semiconductor electrodes (see,
e.g., Section 7.3.4).
The limiting diffusion current, of course, can also be increased by rotating the

electrode. Using now Eq. (7.28) instead of Eq. (7.27) in the derivation of j+lim, then
one obtains

j+lim = 0.62ec0red(Dred)2∕3ν1∕6ω1∕2 (7.34)

In this case, j+lim is constant; it is independent of time.
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Figure 7.7 Current–potential curve for a reversible reaction and diffusion limitation.

Finally, it should be mentioned that a diffusion-controlled process is called a
reversible reaction.

7.1.3
Investigations of Redox Reactions by Linear Sweep Voltametry

Current–potential curves are usually measured with metal and semiconductor
electrodes by scanning the electrode potential over a certain potential range. Ac-
cordingly, the potential scale corresponds also to a time scale. The potential scan
leads typically to a current peak, and at higher potentials the current levels off
into the diffusion-limited current j+1 as shown in Figure 7.8. The peak occurs be-
cause during the first time interval, sufficient redox molecules are available. The
same type of peak occurs when scanning back in the reverse direction (Figure 7.8).
This kind of behavior is expected for diffusion-controlled as well as for kinetically
controlled reactions at metal electrodes, and also at semiconductor electrodes as
long as majority carriers are involved in the charge transfer process (see also Sec-
tion 7.3.4).
In the case of a diffusion-controlled reaction, a current–potential curve can be

evaluated quantitatively. The diffusion equation has to be solved again by using
time-dependent boundary conditions. The mathematics, however, is very com-
plicated and cannot be shown here. They end up with an integral equation which
has to be solved numerically [11]. The peak current, jp, for a diffusion-controlled
process (reversible reaction) is found to be

jP = 0.446e
( ve
kT

)1∕2
D1∕2

red c
0
red (7.35)

where v is the potential scan rate in V s−1. The current peak is a little displaced
from U1∕2, and we have

UP = U1∕2 ± 1,11kT∕e (7.36)
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Figure 7.8 Cyclic voltammogram for various potential scans.

The factors 0.446 in Eq. (7.35) and 1.11 in Eq. (7.36) originate from an approxi-
mation used for solving the rather complex Eq. (7.29). The positive sign is valid
for the anodic and the minus sign is valid for the cathodic peak. According to
this equation, the shift amounts to 28.5 mV and the separation of the two peaks
to 57mV in a cyclic scan. The easiest way of getting U1∕2 and U0

redox is given by
U1∕2 = 1∕2(Up,a +Up,c). It should be emphasized that the peak current increases
with the square root of the scan rate; its position on the potential scale, however,
is independent of the scan rate, provided that the electron transfer is diffusion
controlled.
In the case of a kinetically controlled reaction (irreversible process), the sit-

uation is different. Here current peaks also occur because the current finally be-
comes diffusion limited at large polarization. However, the position of the current
peak is shifted to higher potentials when the scan rate is increased.

7.1.4
Criteria for Reversible and Irreversible Reactions

If an electrode reaction is not entirely controlled by the kinetics but also by diffu-
sion, we can express the overvoltage η by two terms, namely

η = ηkin + ηdiff (7.37)

with

ηkin = 1
e

(
EF − Es

F,redox

)
=

(
UE − Us

redox
)

(7.38)

ηdiff = 1
e

(
Es
F,redox − EF,redox

)
=

(
Us

redox − Uredox
)

(7.39)

These energies and potentials are illustrated in an energy diagram as given in
Figure 7.9. In the nonequilibrium case, the anodic current can be derived from
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Figure 7.9 Representation of overvoltages, eηkin and eηdiff, in an energy diagram.

Eqs. (7.2c), (7.10), and (7.25), and one obtains
1
j
= 1

jkin
+ 1

jdiff
(7.40)

in which jkin is the kinetically controlled current as given for an oxidation by

jkin = ek+csred (7.41)

which differs from Eq. (7.2a) only insofar as we have here the surface concentra-
tion of the reduced species.
In the case of slow reaction kinetics, quite high overvoltages are required to

obtain a measurable current. Then jkin is determined by Eq. (7.11) and jdiff by j+lim
Eq. (7.30b). We have then

ln

(
j+lim
j

− 1

)
= e(1 − α)

kT
(U1∕2 − UE) (7.42)

with

U1/2 = U0
redox +

kT
e

ln
( Dred

Ldiffk0

)
(7.43)

This equation looks similar to Eq. (7.33) which was derived for the diffusion-
controlled case. Equation (7.42) differs from Eq. (7.33), however, insofar as here
the half-wave potential depends on Ldiff and, hence, on the rotation speed of the
electrode. On the other hand, if the current is only diffusion controlled, Eq. (7.33)
determines the current–potential curve. In this case, U1∕2 is independent of Ldiff
and, hence, also independent of the rotation speed (Eq. (7.32)).
According to these differences with respect to U1∕2, an investigation of the ro-

tation dependence yields the best proof either for a kinetically or a diffusion-
controlled reaction. This is also true for majority carrier processes at a semicon-
ductor electrode. In the case of a metal electrode, one may be tempted to dis-
tinguish between kinetically and diffusion-controlled processes via the slope of
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ln[( j+lim∕ j) − 1] versus UE because the factor (1 − α) occurs in the equation for
the kinetically controlled current (Eq. (7.42)) and not in the other (Eq. (7.33)).
This method can lead to misinterpretations, however [2]. In the case of semi-
conductors, the latter method would even be useless because then α = 0 (see
Section 7.3.4).

7.2
Qualitative Description of Current–Potential Curves at Semiconductor Electrodes

In principle, any electron transfer at a semiconductor–liquid interface can only
occur via the conduction or valence band.Whether then a corresponding current
is possible depends on various factors, such as the position of the energy bands
and the occupation of the energy states in the bands by electrons. This basic be-
havior is already obvious from current–potential curves as measured with semi-
conductor electrodes in aqueous electrolytes without any redox system. Typical
examples are the current–potential curves as obtained with n- and p-type GaAs
electrodes in H2SO4 (Figure 7.10). Here the cathodic process corresponds to the
reduction of protons, that is, H2 formation, whereas in the anodic range, the elec-
trode is dissolved. These are processes which also occur at less noble metal elec-
trodes. Oxygen formation takes place only at stable oxide electrodes as will be
discussed separately in Section 11.1.2.
It is interesting to see that the current–potential curves for n- and p-type elec-

trodes look very different. For instance, the cathodic current due to the forma-
tion of H2 rises steeply with increasing cathodic potential at the n-type electrode,
whereas a very small current occurs at the p-type electrode (Figure 7.10). This
result is a clear indication that the electrons required for the reduction of protons
are transferred from the conduction band to the protons. This conclusion is sup-
ported by the result that the cathodic current at the p-type electrode is enhanced
by light excitation. In the latter case, electrons are excited from the valence band
into the conduction band fromwhere the electrons are transferred to the protons.
The same type of argument proves that the anodic decomposition reaction oc-

curs via the valence band. Here we see that the corresponding anodic current at
p-GaAs increases steeply with increasing anodic polarization, whereas a very
small anodic current is found with n-type electrodes. The latter could be in-
creased by light excitation. Accordingly, holes from the valence band are required
for the anodic decomposition of the semiconductor. It should be emphasized here
that not holes but electrons are actually transferred across the interface, but an
injection of electrons into the valence band is only possible if holes are present at
the semiconductor surface.
These are typical phenomena which are found in principle with all semicon-

ductor electrodes. These rules are also valid for redox processes. However, redox
reactions may occur either via the conduction or the valence band, whereas the
anodic decomposition occurs always via the valence band and the H2 formation
always via the conduction band. Frequently, investigations of redox processes are
limited in aqueous solutions because of interference with reactions of H2O at the
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Figure 7.10 Current–potential characteristics for n- and p-GaAs electrodes in 0.1M H2SO4.

electrode. This can only be avoided by using nonaqueous electrolytes. More de-
tails concerning charge transfer reactions between a semiconductor electrode and
a redox system will be given in the following section.
Many of the basic processes have also been treated in review articles and some

books [12–20].

7.3
One-step Redox Reactions

7.3.1
The Energetics of Charge Transfer Processes

As already mentioned in the previous section, any electron transfer across the
semiconductor–liquid interface occurs via the energy bands. There may also be
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an electron transfer via surface states at the interface; the electrons or holes, how-
ever, must finally be transported via one of the energy bands. This is possible by
capturing an electron from the conduction band or a hole from the valence band
in the surface states. In the present section, the basic rules for the charge transfer
will be given. In particular, physical factors which determine whether an electron
transfer occurs via the conduction or the valence band will be derived. For illus-
tration, the Gerischer model will be used here because it best shows the energetic
conditions.
As described in Section 5.3, impedance measurements with various semicon-

ductor electrodes in aqueous solutions have shown that the positions of energy
bands on the surface are usually pinned. This observation was made with elec-
trodes of different dopings, that is, n- and p-type electrodes of the same material
exhibit the same band positions on the surface (see also Figure 5.20). Accordingly,
the band positions can be given on the usual electrochemical scale, that is, versus
a normal hydrogen electrode (NHE) or saturated calomel electrode (SCE) as a ref-
erence electrode. The energy bands also usually remain pinned after the addition
of a redox system to an aqueous electrolyte. Accordingly, the interaction of the
semiconductor with water is stronger than with the redox system. The situation
is different in nonaqueous solutions. Here considerable shifts of the band posi-
tions on the surface have been observed upon the addition of a redox system [21].
Considering at first only systems with aqueous solutions, one can easily find out
the relative positions of the energy levels of the semiconductor and a redox sys-
tem from Figure 5.20, in which the standard potentials of some redox systems are
given besides the positions of bands of semiconductors. Choosing, for instance,
a redox couple with a rather negative standard potential, the Fermi level of a re-
dox system will occur fairly close to the conduction band of a semiconductor, as
illustrated in Figure 7.11a, on the left side for an n-type and on the right side for
a p-type semiconductor electrode at equilibrium. On the other hand, choosing
a redox couple of very positive standard potential, the energy levels of the redox
system occur relatively close to the valence band (Figure 7.11b). In the first case
where the energy levels of the redox system occur close to the conduction band,
an electron transfer via the conduction band is expected. In the other case, an
electron transfer via the valence band should occur because of the same kind of
reasoning. This implies that any charge transfer occurs horizontally, that is, that
the electron does not lose any energy during the transfer process. The latter con-
dition is required in all theoretical models. It means that the electron transfer is
much faster than any reorganization of the solvation shell or of the solvent dipoles
(Frank–Condon principle).
According tomeasurements of the space charge capacity dependent on the elec-

trode potential (Mott–Schottky measurements, see Section 5.3), any variation of
the electrode potential leads usually only to a corresponding change of the po-
tential, Δφsc, across the space charge layer and, therefore, of the bending of the
band (see Figure 5.15). Hence, the potential across the Helmholtz double layer,
ΔφH, remains constant. As already discussed in Chapter 5, this result is caused
by the strong interaction between the electrode and water. In consequence of this
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Figure 7.11 Energy diagram for the semiconductor–electrolyte interface for two different
standard redox potentials (systems I and II); (a) n-type semiconductor; (b) p-type semiconduc-
tor.

result, the position of the energy levels of the redox system remains unchanged
with respect to the energy bands of the semiconductor. This is a very important
consequence insofar as the analysis of the charge transfer kinetics is then much
simpler. Fortunately, the latter conclusion is also valid for systems with nonaque-
ous electrolytes. Although here the interaction between the electrode and redox
system mainly determines the relative position of energy states on both sides of
the interface, any potential variation still occurs across the space charge region
and the relative position of energy states remains constant.
A variation of the concentration of one of the redox species leads to a change of

the redox potential and of the Fermi energy EF,redox as given by the Nernst equa-
tion. Then reducing, for instance, the concentration of the reduced species (Dred
is decreased), the redox potential becomesmore positive with respect to the stan-
dard potential and EF,redox moves downward as shown in Figure 7.12c. The oppo-
site effect occurs if Dox is lowered (Figure 7.12a). It is important to note that in all
cases the relative positions of energy states remain unchanged. In all othermodels,
it means that the activation energy is independent of the relative concentrations
of the redox system and also of the externally applied voltage.



1897.3 One-step Redox Reactions

Figure 7.12 Energy diagram for the semiconductor–electrolyte interface at equilibrium for
different concentrations.

7.3.2
Quantitative Derivation of Current–Potential Curves

Since the charge transfer across a semiconductor–electrolyte interface can only
occur via the conduction or valence band, the processes via the two bands have
to be treated separately. In general, anodic and cathodic currents are given by
equations similar to Eqs. (7.18a) and (7.18b), but now they are obtained using
boundary conditions which are specific for semiconductors. Since the integral in
Eq. (7.18) cannot be solved analytically, we assumed in the case of metal elec-
trodes that the electron transfer occurs mainly around the Fermi level. As proved
in Section 7.1, this is a satisfactory approximation. Using an equivalent approach
for charge transfer processes at semiconductor electrodes, the anodic current cor-
responding to an electron transfer from the occupied states of the redox system
to empty states of the conduction band is given by [22]

j+ = ek0(1 − f (Ec))ρ(E = Ec)cred exp

[
−
(Es

c − E0
F,redox − λ)2

4 kTλ

]
(7.44)

in which the product of cred and the exponential function corresponds to the
density of occupied states of the redox system at the energy of the lower edge
of the conduction band on the surface (E = Es

c). The density of energy states in
the semiconductor at the lower edge of the conduction band (i.e., the number
of states within an energy interval of 1 kT) is ρ(ε = εc) = Nc (see Chapter 1).
The occupation factor f (E) given by the Fermi distribution function is very low
even if the Fermi level is close to the conduction band. For instance, assuming the
Fermi level to be located 4 kT (= 0.1 eV) below the conduction band, f ≈ 1% at
E = Ec. Accordingly, most of the energy states in the conduction band are empty
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((1 − f ) ≈ 1), that is, (1 − f )ρ = Nc. We have then

j+ = ek0Nccred exp
⎡⎢⎢⎢⎣−

(
Es
c − E0

F,redox − λ
)2

4 kTλ

⎤⎥⎥⎥⎦ (7.45)

Since this equation contains only constant parameters for a given system, the an-
odic current j+c is independent of the electrode potential. Its absolute value de-
pends essentially on the energy terms in the exponent.
The reverse current, j−c , which corresponds to an electron transfer from the

conduction band to the empty states of the redox system, is given by

j− = ek0 f (Ec)ρ(E = Ec)cox exp
⎡⎢⎢⎢⎣−

(
Es
c − E0

F,redox − λ
)2

4 kTλ

⎤⎥⎥⎥⎦ (7.46)

The product of cox and the exponential term corresponds to the density of empty
states of the redox system. In this case, f (E)ρ(E) at E = Es

c is the density of the
occupied states at the bottom of the conduction band on the surface, that is, a
number which is equal to the density of free electrons ns on the surface. Equa-
tion (7.46) then turns into

j− = ek0nscox exp
⎡⎢⎢⎢⎣−

(
Es
c − E0

F,redox − λ
)2

4 kTλ

⎤⎥⎥⎥⎦ (7.47)

in which ns is related to the bulk electron densityn0 by theBoltzmann distribution
function (compare with Eq. (2.44))

ns = n0 exp
(
−
eΔφsc

kT

)
(7.48)

in which φsc is the potential across the space charge region as already defined in
Chapter 5. In Section 5.3, it has been shown that any variation of the electrode
potential usually occurs entirely across the space region (ΔUE = Δ(Δφsc)). Ac-
cordingly, j−c becomes potential dependent via ns. These two cases are illustrated
in Figure 7.13. The same procedure can be used to derive a current corresponding
to an electron transfer via the valence band. One obtains

j+v = ek0 pscred exp
⎡⎢⎢⎢⎣−

(
Es
c − E0

F,redox − λ
)2

4 kTλ

⎤⎥⎥⎥⎦ (7.49)

j−v = ek0Nvcred exp
⎡⎢⎢⎢⎣−

(
Es
c − E0

F,redox − λ
)2

4 kTλ

⎤⎥⎥⎥⎦ (7.50)
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Figure 7.13 Energy diagram for the interface n-type semiconductor–redox system, for differ-
ent biases.

Here,Nv is the density of energy states at the upper edge of the valence band and
Es
v occurs as the energy of the valence band in the exponential term. In the case of

a valence band process, the cathodic current is constant (Eq. (7.50)), whereas the
anodic current depends on the hole density on the surface. The latter is given by

ps = p0 exp
( eΔφsc

kT

)
(7.51)

The anodic current is expected to increase exponentially with the electrode po-
tential provided that the condition ΔUE = Δ(Δφsc) is again fulfilled. In such an
anodic reaction in which electrons are transferred into the valence band, holes
must be available on the surface. Frequently, scientists then argue in terms of hole
transfer. This is only a rather lax description and has no real physical basis for the
process at the boundary of two different phases.
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In the preceding derivations, we have used theGerischermodel, that is, we have
described the currents in terms of a charge transfer between occupied states on
one side of the interface and empty states on the other. In principle, one obtains
the same equations when using one of the other theories described in Chapter 6.
The reason is that in all theories the same exponential term occurs which origi-
nates from the assumption that the fluctuation of the solventmolecules or dipoles
is assumed to behave like a harmonic oscillator. Quantitatively speaking, the use
of the different theories mainly leads to different pre-exponentials [19]. Since the
exponential terms are independent of the potential, it is useful to include them in
the rate constant [19]. The conduction band processes can then be described by

j+c = ek+c Nccred (7.52)

in which

k+c = k+c,maxWred = k+c,max exp
⎡⎢⎢⎢⎣−

(
Ec − E0

F,redox − λ
)2

4 kTλ

⎤⎥⎥⎥⎦ (7.53)

The cathodic current via the conduction band is given by

j−c = −ek−c nscox (7.54)

with

k−c = k−c,maxWox = k−c,max exp
⎡⎢⎢⎢⎣−

(
Ec − E0

F,redox + λ
)2

4 kTλ

⎤⎥⎥⎥⎦ (7.55)

The valence processes are then given by (see Eqs. (7.49) and (7.50))

j+v = ek+v pscred (7.56)

in which

k+v = k+v,maxWred = k+v,max exp
⎡⎢⎢⎢⎣−

(
Ev − E0

F,redox − λ
)2

4 kTλ

⎤⎥⎥⎥⎦ (7.57)

and

j−v = −ek−v Nvcox (7.58)

in which

k−v = k−v,maxWox = k−v,max exp
⎡⎢⎢⎢⎣−

(
Ev − E0

F,redox + λ
)2

4 kTλ

⎤⎥⎥⎥⎦ (7.59)
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Figure 7.14 Potential dependence of anodic and cathodic partial currents.

The currents given by Eqs. (7.52), (7.54), (7.56), and (7.58) can also be expressed
in terms of the equilibrium conditions. The latter is characterized by

j+c = j−c = j0c and j+v = j−v = j0v (7.60)

This condition must also be fulfilled if both bands are involved in one redox re-
action at a semiconductor electrode. In addition, we have ns = n0

s and ps = p0s .
Then in the case of a conduction band process, one obtains, by using Eqs. (7.52)
and (7.54), and with φsc − φ0

s = η,

jc = − j0c

[
ns

n0
s
− 1

]
= − j0c

[
exp

(
−
eη
kT

)
− 1

]
(7.61a)

and for a valence band process using Eqs. (7.56) and (7.58)

jv = j0v

[
ps
p0s

− 1
]
= − j0v

[
exp

( eη
kT

)
− 1

]
(7.61b)

The anodic and cathodic currents are given in a semilogarithmic plot versus over-
voltage in Figure 7.14. It should be emphasized that the Tafel curves have a slope
of 60mV/decade which corresponds to a transition factor of α = 1, whereas with
metal electrodes an α value of about 0.5 is usually found (see Section 7.1). Semi-
conductor and metal electrodes behave differently because any overvoltage oc-
curs across the space charge region of the semiconductor, whereas it leads to the
change of the Helmholtz potential in the case of metal electrodes.
The absolute values of the four maximum rate constants, k j

1,max, depend on the
theory applied here. The rate constant k j

1 is a second-order rate constant with
a dimension of cm4 s−1, provided that the concentrations of the carrier density
and the redox system are given in units of cm−3, and k j

1 is related to the local rate
constant ket (s−1) by Eq. (6.123). As shown inChapter 6, the pre-exponential factor
in Eq. (6.123) depends primarily on the interaction between the electrode and
redox system (adiabatic or nonadiabatic reaction) and also on the characteristics
of the specific model. Experimental values of k j

1 will be given in Section 7.3.4.



194 7 Charge Transfer Processes at the Semiconductor–Liquid Interface

So far we have not taken into account the influence of doping of the semicon-
ductor (n- or p-type). Considering for instance an electron transfer from the re-
dox system into the conduction band, this process leads to a constant current.
This electron transfer is, in principle, possiblewith n- as well as p-type electrodes.
Since the electrons transferred into an n-type electrode aremajority carriers, they
can easily be transported to the rear contact which leads to a constant anodic cur-
rent. In the case of a p-type electrode, the injected electrons are minority carri-
ers. These processes are more complex and will be covered, together with light-
induced reaction, in Section 7.3.3. On the other hand, a cathodic current via the
conduction band of an n-type electrode rises exponentially with increasing nega-
tive overpotential because sufficient electrons are available. Accordingly, onlyma-
jority carriers are involved in a conduction band process at an n-type electrode.
Provided that such a reaction is entirely kinetically controlled, it is quantitatively
described by Eq. (7.61a). A theoretical j−c −η curve is illustrated in Figure 7.14 for
various j0c values. Using a p-type electrode, the cathodic current would be lim-
ited to a very low level because the electron density in the conduction band is
extremely small. This current, however, can be enhanced by light excitation as
will be described in the following section.
Concerning valence band processes, one observes the opposite effect. Here the

anodic current at a p-type electrode rises with increasing anodic overvoltage be-
cause sufficient holes are available. At an n-type electrode, only a small current oc-
curs which can be enhanced again by excitation. In the case of a cathodic current
at a p-type electrode, the holes injected into the valence band are easily trans-
ported to the rear contact. Accordingly, valence band processes at p-type elec-
trodes are majority carrier reactions. The kinetics of this process is determined
by Eq. (7.61b) and the corresponding theoretical jv−η curves are given in Fig-
ure 7.14 for various j−v values.

7.3.3
Light-Induced Processes

Light excitation is of interest if minority carriers are involved in the charge trans-
fer. The excitation and recombination phenomena are covered in Section 1.6. The
absorption of a photon always leads to the formation of one electron–hole pair. In
doped semiconductors, the increase of majority carriers is negligibly small com-
pared with the number of carriers present due to the doping. On the other hand,
the density of theminority carriers is usually higher, by orders of magnitude, than
that in the dark. The minority carriers generated by light within the space charge
region are driven toward the interface by the electric field so that they can be
transferred across the interface. Carriers produced in the bulk, that is, outside the
space charge region (z > dsc) can only be diffused toward the surface or to the
space charge region, as illustrated in Figure 7.15 for an n-type electrode. The dis-
tance, however, across which electron–hole pairs diffuse is limited because holes
(minority carriers in the n-type electrode) also recombine. They can only be dif-
fused approximately over a distance as given by the diffusion length Lp. Accord-
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Figure 7.15 Excitation of electron–hole pairs by light and separation of charge carriers by the
field across the space charge layer.

ingly, only holes created within an approximate range of dsc + Lp will reach the
interface. Considering at first an n-type semiconductor, the interfacial current un-
der illumination can be derived as follows by using Reichman’s method [19, 23].
To derive the photocurrent density, the carrier densities at the interface have to

be determined. The hole density can be obtained by solving the diffusion equa-
tion forminority carriers produced in the neutral region (the bulk). The diffusion
equation for holes is given by (compare also with Section 2.2.3)

D
d2 p
dz2

−
p − p0

τ
+ Iα exp(−αz) = 0 (7.62)

in whichD is the diffusion coefficient, τ is the lifetime of theminority carriers, α is
the absorption coefficient in the semiconductor as already defined inChapter 1, p0
is the equilibrium hole density, and I0 is the monochromatic photon flux incident
on the semiconductor surface at z= 0. The first term describes the diffusion, the
second the recombination, and the third the generation of minority carriers. One
obtains from the above equation

jdiff = eD gradp|z=0 (7.63)

and the hole current density at the edge of the depletion layer (z = dsc) is obtained
by using the boundary conditions p = p0 at z = ∞ and p = pd at z = dsc:

jdiff = − j0
[ pd
p0

− 1
]
+

eI0αLp

1 + αLp
exp(−αz) (7.64)

with

j0 =
eDn2

i

NDLp
(7.65)
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In the last equation, we have used the relation Lp = (Dτ)1∕2 (compare with
Eq. (2.32a)) and the equilibrium condition n0 p0 = n2

i . Excitation of holes within
the space charge region leads to the current

jsc = eI0[1 − exp(−αdsc)] (7.66)

Here it has been assumed that there is no recombination within the space charge
region. Accordingly, all holes generated within the space region are transferred.
The two components, jsc and jdiff, add up to the total hole current

jv = jdiff + jsc (7.67)

This current must be equal to the hole current expressed in terms of surface hole
densities (Eq. (7.61b)). This yields a relation from which the ratio ps∕p0s can be
obtained. Substituting it into Eq. (7.61b) leads to

jv =
jg − j0 exp (−eη∕kT )

1 + j0∕ j0v exp (−eη∕kT )
(7.68)

in which the generation current is given by

jg = j0 + eI0
[
1 −

exp(−αdsc)
1 + αLp

]
(7.69)

so we have

jg = j0 + iph (7.70)

It should be mentioned here that the second term in Eq. (7.69) has already been
derived by Gärtner [24] for the photocurrent of a semiconductor–metal junc-
tion under a reverse bias, assuming pd = 0. In the derivation of Reichmann [23],
however, pd was obtained in the same manner as the interface boundary condi-
tions. Although the derivation of Reichmann is much more general, most scien-
tists applied only the Gärtner equation [25]. Later on, Wilson extended the Gärt-
ner model by including recombination via surface states [26].
The Reichmann derivation is of special interest because the final current equa-

tion (Eq. (7.68)) describes the complete valence band process at an n-type elec-
trode for anodic as well as for cathodic polarization. Equation (7.68) looks rather
complex because it contains two saturation currents, j0 and j0v. The general issue
of this equation becomes clearer when the dark current is also considered. Setting
I0 = 0, that is, jg = 0, one obtains from Eq. (7.68)

jv(dark) =
j0
[
exp (−eη∕kT ) − 1

]
1 + j0

j0v
exp (−eη∕kT )

(7.71)

A theoretical current–potential curve as calculated from Eqs. (7.68) and (7.71) is
displayed in Figure 7.16. At anodic polarization (positive η values), the dark cur-
rent will become jv(dark) → j0 and the total current under illumination jv → jg.



1977.3 One-step Redox Reactions

The cathodic behavior depends on the ratio of j0∕ j0v . Referring to Eqs. (7.60),
(7.58), and (7.65), these two currents represent the generation/recombination rate
of minority carriers in the bulk of the semiconductor ( j0) and the rate of hole
transfer at the interface ( j0v). As can be seen from Eq. (7.65), j0 depends entirely
on the properties of the semiconductor. On the other hand, j0v is controlled by the
kinetics of the actual hole transfer at the interface (Eq. (7.58)). Accordingly, the
ratio j0∕ j0v controls whether the generation/recombination process or the surface
kinetics is rate determining. More insight can be obtained by considering several
extreme cases. Assuming, for instance, that the kinetics, that is, the hole injec-
tion, is relatively slow ( j0v ≪ j0), one obtains for large negative polarization, from
Eq. (7.71),

jv(dark) → j0v (7.72)

as indicated by the dotted curve in Figure 7.16. This kinetically controlled cur-
rent depends linearly on cox. On the other hand, if the recombination controls the
current ( j0v ≫ j0), then one obtains from Eqs. (7.71) and (7.68)

jv = − j0
[
exp

(
−
eη
kT

)
− 1

]
+ jph (7.73)

This relation is identical to that derived for a pure solid state device which is de-
termined by minority carrier transfer and recombination, such as a p–n junction
(see Section 2.3) or semiconductor–metal contact (see Section 2.2.3). The corre-
sponding current–potential curves in the dark and under illumination are given

Figure 7.16 Interfacial current vs over voltage for an n-type semiconductor electrode, in the
dark and under illumination in the presence of a redox system (theoretical curves).
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by the solid lines in Figure 7.16. Taking the complete Eq. (7.71), there may be a
certain potential range where the recombination current determines the process
until the current levels off to a constant j0v. For very large j0v values, the cathodic
current can ultimately be diffusion limited, which can be checked experimentally
by using a rotating electrode.
A similar scheme can easily be derived for the electron transfer at p-type elec-

trodes, which will not be given here. In conclusion, it can be stated that the for-
ward current in minority carrier processes is usually governed by the recombi-
nation. In the case of holes, these recombine with electrons which finally carry
the current. However, it is difficult to frequently decide whether a cathodic cur-
rent which rises exponentially with the overvoltage is really due to the injection
and recombination of minorities. Since the distribution of the energy states in re-
dox systems is relatively wide due to large reorganization energies (in the order
of 1 eV), it can happen that the reduction of the redox system (cathodic current)
is caused by an electron transfer via the conduction band, whereas the oxidation
occurs via the valence band. This can be checked by also measuring the cathodic
current at a p-type electrode at which holes are majority carriers. In this case, the
cathodic current would be controlled by the kinetics of the hole transfer as given
by Eq. (7.61b). If, however, the reduction is a conduction band process, then the
cathodic current would be very small in the dark, but could be increased by light
excitation.

7.3.4
Majority Carrier Reactions

Dark current–potential curves representing a majority carrier transfer to a redox
system have been measured by many research groups. Mostly cathodic currents
at n-type electrodes have been studied rather than anodic currents at p-type semi-
conductors. This is because anodic hole consumption fromp-type electrodes usu-
ally results in the corrosion of the material. At least, it is difficult to find a redox
systemwhere the oxidation of the redox couple competes sufficiently quickly with
the corrosion.
Although many current–potential curves have been measured, most of them

were not evaluated with respect to the models derived in Chapter 6. From the
early stages of semiconductor electrochemistry, there was only one report, pub-
lished by Morrison [27], in which corresponding processes at n-type ZnO were
quantitatively investigated. The cathodic reduction of various redox systems at
different pH values of the solution wasmeasured. In addition, the flatband poten-
tial was determined bymeasurements of the space charge capacity. These showed
that the flatband potential and, hence, the position of the energy bands were pH-
dependent as expected for an oxide semiconductor (Chapter 5). Since they did
not change upon the addition of a redox system, it was clear that there was no
further interaction between ZnO and the redox system. In order to compare the
results obtained with different redox systems, the currents were plotted versus
the potential across the space charge region (Figure 7.17).
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Figure 7.17 Variation of cathodic current with the potential across the space charge layer for
n-ZnO (after [27]).

According to these results, the log j− versus Δφsc plots are linear and have
a slope of nearly 60mV/decade of current, as expected from the theory (see
Eq. (7.61a)). Morrison also evaluated the log j− versus Δφsc plots in terms of
rate constants. Taking one example, the reduction of [Fe(CN)6]3− at pH 3.8,
k−c = 1.3 × 10−17 cm4 s−1 was obtained. The maximum rate constant k−c,max, as
defined by Eq. (7.55), can only be calculated if the reorganization energy λ is
known besides the energy difference Es

c − E0
F,redox. The standard redox potential

of the [Fe(CN)6]3−∕4− couple is E0
F,redox = +0.2 eV and Es

c = −0.2 eV as calcu-
lated fromMott–Schottkymeasurements. Two different λ values, namely 0.5 and
0.75 eV, were reported for [Fe(CN)6]3−∕4− [14, 28]. The corresponding maximum
rate constants are then k−c,max = 1.6 × 10−17 and 6.8 × 10−17 cm4 s−1, respectively.
The rate constants k−c and k−c,max do not differ very much because the conduction
band is rather close to the maximum of the density of empty states of the redox
system.
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The question arises concerning which value of the anodic reverse j+c can then
be expected for the same redox system at ZnO. Assuming the same maximum
rate constant and the same λ values as for the reduction of the [Fe(CN)6]3−∕4−
system, one obtains, according to Eq. (7.53), k+c = 1.5 × 10−24 cm4 s−1, of course,
for both λ values. This is a very low value because the occupied states of the re-
dox systemaremainly distributed below the conduction band. The anodic current
which is expected to be independent of the band bending is given by Eq. (7.52).
Assuming Nc ≈ 1019 cm−3 and cred = 6 × 1018 cm−3 (corresponding to 10−2 M),
one obtains j+c ≈ 10−4 A cm−2, that is, a current density which should be measur-
able. Morrison tried to measure it; unfortunately, however, the currents were not
reproducible.
During the 1960s and early 1970s some researchgroups studiedmajority carrier

reactionswith few semiconductors or redox systems, withoutmuch success, how-
ever. Most current–potential curves were not properly evaluated, or the log j−UE
curves exhibited the wrong slope (sometimes of more than 100mV/decade), or
they were not even linear. Only in the case of the anodic dissolution of silicon,
germanium, and GaAs, the theoretically required slope of around 60mV/decade
was found (see Chapter 8). In some cases, it has been speculated that the de-
viation from an ideal slope is due to a charge transfer via surface states or due
to Fermi-level pinning, as already discussed by Morrison in his book [15]. Ob-
viously, ZnO was a very suitable semiconductor for quantitative investigations,
perhaps because of its large bandgap (Eg = 3.1 eV). On the other hand, corre-
sponding studies with TiO2 which has also a large bandgap (Eg = 3 eV) failed
completely (Rimmasch, J. and Meissner, D., unpublished results.), probably be-
cause the surface and the region below the surface are easily changed by the dif-
fusion of hydrogen into the electrode during cathodic polarization and of OH
during anodic polarization. Later, scientists became mainly interested in photo-
effects at the semiconductor–liquid interface because of the possible application
in photoelectrochemical solar cells (see Chapter 11). Unfortunately, nobody real-
ized at that time that the evaluation of the forward dark currents was an essential
task for the improvement of solar cells.
Surprisingly, it was around 25 years before a few research groups realized that

the problem of majority carrier transfer was not really solved. Several majority
carrier processes at the Si, GaAs, and InP electrodes have been investigated in the
late 1990swhich yielded interesting quantitative results, as will be described in the
following.Many of these investigations were performed in nonaqueous solutions.
This is advantageous because any interference with the anodic dissolution and
with H2 formation could be avoided.
Redox systems such as ferrocene (Fc0∕1+) and cobaltocene (CoCp0∕1+2 ) and their

derivatives are usually assumed to be suitable nonadsorbing outer-sphere redox
couples for use in nonaqueous solutions such as methanol or acetonitrile. One
example is the cathodic reduction of methyl ferrocenium (Me2Fc1+) at n-InP in
H2O-freemethanol. The log j−c −UE curve and the correspondingMott–Schottky
plot are given in Figure 7.18 as published by Lewis and co-workers [29]. The cur-
rent–potential curves weremeasured at different concentrations of the redox sys-
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Figure 7.18 Current–potential and Mott–Schottky plot for an n-type InP electrode in
methanol in the presence of methyl ferrocene (Me2Fc)+: (a) ln j vs UE; (b) Mott–Schottky plot
(after [29]).

tem. The shift of the curves in Figure 7.18 by 60mV/decade of concentration in-
dicates that the current increases linearly with concentration. These curves also
exhibit the correct slope of nearly 60mV/decade of current as expected according
to Eqs. (7.47) and (7.48). The rate constant determined from thesemeasurements
was, on average, k−c = 9.5 × 10−17 cm4 s−1. According to the capacity measure-
ments, Es

c − E0
F,redox = −0.6 eV. Using this value and λ = 0.8 eV, the authors ob-

tained, by using Eq. (7.55), k−c,max = 1.9 × 10−16 cm4 s−1. Since k−c is very close to
k−c,max, the conduction band of InP has nearly an optimal position with respect to
the energy levels of the redox system. The same authors have tested other redox
systems at n-InP and found similar k−c,max values [29].
In addition, Lewis and co-workers have investigated the electron transfer from

the conduction band of n-Si electrodes to viologen inH2O-freeCH3OH[30].Here
also the currents vary linearly with the concentration of the corresponding redox
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system and the current–voltage curves have a slope close to 60mV/decade. The
reported rate constants were in the range from k−c = 10−17 to 10−16 cm4 s−1 de-
pending on the redox system. The maximum rate constant calculated according
to Eq. (7.55) was around k−c,max ≈ 10−16 cm4 s−1.
Similar investigations were performed with cobaltocene at n-GaAs (Eg =

1.4 eV) and n-GaInP2 (Eg = 1.85 eV) electrodes, and at GaAs capped with a
thin 80-Å layer of GaInP2 (GIP/GaAs) in acetonitrile containing tetrabutylam-
monium hexafluorophosphate (TBAPF6) as a conducting salt [31]. In the case
of GaInP2 (GIP) and GIP/GaAs electrodes, the current–potential curves also
showed a slope of 60mV/decade. The currents varied linearly with the concen-
tration of CoCp+2 (variation of cox over nearly four orders of magnitude). These
measurements yielded rate constants of k−c = 1 × 10−16 cm4 s−1 for bulk n-GIP
and 2 × 10−17 cm4 s−1 for n-GIP/GaAs, valueswhichwere independent of the con-
centration of the redox system. Assuming a reorganization energy of λ = 0.6 eV
for Co(Cp)0∕1+2 , the maximum rate constant, k−c,max, was estimated to be of the
order of 10−16–10−15.
In contrast to the former cases, the reduction of Co(Cp)1+2 at GaAs electrodes

was found to be an extremely fast reaction [31]. At low Co(Cp)1+2 concentrations
(≪ 10−3 M), the current depended linearly on the Co(Cp)1+2 concentration. How-
ever, above 1 × 10−3 M, the current became nearly independent of the concentra-
tion [31]. The corresponding current–potential curve and theMott–Schottky plot
as measured at cox = 1.3mM are given in Figure 7.19. The space charge capac-
ity was determined bymeasuring the complete impedance spectrum as described
in Chapter 4. This was necessary for also determining Csc in the potential range
where the current increased. The evaluation of the impedance spectra yielded
the charge transfer resistance Rct and the potential Δφsc across the space charge
layer. The current and Rct are plotted versus Δφsc in Figure 7.20. According to
this figure, an ideal slope of 60mV/decade has been found for both quantities,
log j−c and Rsc. The same authors have shown that the log j−c −Δφsc curve can
be fitted very well by the thermionic emission model. This model has success-
fully been applied to the interpretation of the current–voltage behavior of metal–
semiconductor junctions (Schottky junctions) as described in Section 2.2.2. In
this model, the number of carriers moving toward the surface is calculated and it
is assumed that all carriers which have finally reached the surface are transferred
across the interface. Corresponding theoretical curves of j−c versus φsc and Rct
(= 𝜕 j−c ∕𝜕sc) versus Δφsc as calculated by using Eq. (2.15) are given by the solid lines
in Figure 7.20. Accordingly, the transfer rates have reached extremely high values
so that the current is finally determined by the transport of electrons through the
space charge region. Such high currents are only understandable if the adsorption
of the redox species is involved. This has actually been proved by a detailed anal-
ysis of the impedance spectrum and by quantitatively measuring the amount of
adsorbed molecules using the method of quartz crystal microbalance [32]. It was
found that the molecules are physically adsorbed and the number of adsorbed
molecules could be described by a Langmuir isotherm. The composition of the
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Figure 7.19 Mott–Schottky plot of the capacitance vs electrode potential and current–
potential curve for n-GaAs in acetonitrile in the presence of 1.3M [Co(Cp)+2 ] and 0.9M Co(Cp)02
(after [32]).

adsorbed layer (ratio of the oxidized and reduced species of cobaltocene) deter-
mines the potential across the Helmholtz layer and therefore the flatband poten-
tial of n-GaAs. During cathodic polarization, the number of Co(Cp)1+2 molecules
in the layer is reduced leading to a shift of the flatband potential (Figure 7.19).
Using the kinetic model, it is possible to calculate a lower limit for the rate con-

stant from the charge transfer resistance, with the latter being given by [32]

Rct =
(
𝜕UE

𝜕 j

)
= kT

e2ANad,max

1
k−c n0Θox

exp
( eΔφsc

kT

)
(7.74)

where A is the surface area of the electrode, Nad,max is the maximum number
of adsorption sites, and Θox is the degree of coverage of Co(Cp)1+2 . A value of
k−c ≥ 1.2 × 10−7 cm3 s−1 was obtained using the experimental data given in Fig-
ure 7.19. The rate constant has another unit (cm3 s−1 instead of cm4 s−1), and,
therefore, it is not easy to compare it with the other rate constant discussed ear-
lier. The reason is that the number of surface sites,Nad, max is expressed as an areal
density and given in cm−2. If one takes the thickness of the layer containing the
adsorbed Co(Cp)+2 to be 8Å, then the effective value of the second-order rate con-
stant using volumetric units for the acceptor is Ket ≥ 1.2× 10−7 × 8× 10−8 which
is ≅ 1 × 10−14 cm4 s−1. The value of 8Å, which includes the sum of the molecule
thickness and the distance from the surface, was selected for this calculation be-
cause theoretical calculations have shown that the adsorption energy passes a
maximum at that distance [32]. The second-order rate constant can also be con-
verted into an electron transfer velocity (Set in cm s−1) or into a cross-section
(σet) by using the following relationships: Set = k−c , Nad,ox ≈ 5 × 106 cm s−1, and
σet = Set(vthNad,ox)−1 = 1.2 × 10−14 cm2 where vth = 107 cm s−1 is the thermal
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Figure 7.20 Faraday current and charge transfer resistance vs the potential across the space
charge potential; data taken from Figure 7.19 (after [32]).

velocity. Both of these numbers indicate ultrafast electron transfer dynamics. To
provide such a high rate for the electron transfer from the conduction band of the
GaAs electrode to the adsorbed Co(Cp)1+2 molecules, the resulting Red species
must be oxidized at an equivalent rate. It was shown that a self-exchange reaction
in which an electron is exchanged between an adsorbed Red species and an Ox
species in the solution fulfilled this condition [32].
Rate constants for electron transfer were recently also determined at thin As-

capped GaAs quantum wells (thickness 50Å) by measuring the photolumines-
cence decay in the presence of ferrocenium ions as electron acceptors [33]. In
this case, rate constants were obtained which are about one order of magnitude
smaller than those reported by Meier et al. and no adsorption was found. These
results indicate that the composition of the GaAs surface plays an important role.
Concerning aqueous solutions, two other systems have recently been reported

with which majority carrier processes were studied quantitatively. One is the ox-
idation of Cu1+ at GaAs in solutions of 6M HCl. Since the standard potential of
the couple is U0

redox = +0.33V versus SCE and the valence band is located at
around Ev = +0.5 eV, the oxidation of the redox system is expected to occur via
the valence band as also proved experimentally. Using here a p-type electrode, the
oxidation is a majority carrier reaction. Since the energy difference between the
valence band and standard redox potential is rather small, the current and accord-
ingly the transfer rates are very large [34]. The corresponding current–potential
curve is given in Figure 7.21a. Plotting the current as log[ j∕( jlim− j)] versus UE
(Heyrovsky–Ilkovic plot, see Section 7.1.2) yields a straight line of an ideal slope



2057.3 One-step Redox Reactions

Figure 7.21 Current–potential dependence for p-GaAs in 3M HCl in the presence of 10−2 M
Cu1 + ∕2+: (a) linear current scale; (b) logarithmic current scale (after [34]).

of 60mV/decade (Figure 7.21b). Since the half-wave potential (U1∕2 = +0.336V)
occurs at the standard redox potential and was found to be independent of the
rotation speed of the electrode (Eq. (7.33)), Reineke et al. concluded that the oxi-
dation of Cu1+ is a diffusion-controlled process. Accordingly, the 60-mV slope is
due to the variation of the Cu1+ and the Cu2+ concentrations at the electrode sur-
face (Nernst law) as discussed in Section 7.1 and is not determined by the kinetics
of the charge transfer. The evaluation of the kinetic parameters was rather difficult
because of the high rates. The authors reported that the rate constant could only
be determined from the potential dependence of the charge transfer resistance
(Rct), the latter being obtained from impedance measurements. The impedance
spectra were characterized by two half-circles, in which the high-frequency half-
circle is governed by the space charge capacity Csc and the charge transfer re-
sistance Rct, whereas the other is determined by the Warburg impedance. The
rate constants were evaluated by using Eq. (4.20). The transfer rate showed the
required potential dependence, although the current range was limited because
of the interference with the anodic dissolution of GaAs. According to this eval-
uation, a rate constant of k+v = 5 × 10−19 cm4 s−1 was obtained. A value of k+v,max
has also been estimated by using Eq. (7.57). Unfortunately, the reorganization en-
ergy for Cu1 + ∕2+ was not known. By comparison with other ions such as Fe2 + ∕3+,
it seemed reasonable to assume a value in the range between 1 and 1.5 eV. The
authors estimated a maximum rate constant of around k+v,max = 10−16 cm4 s−1.
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Figure 7.22 Current–potential curve for n-GaAs in aqueous solution at pH 3 (H2 formation)
(after [35]).

According to Figure 7.21a, the reverse reaction, that is, the reduction of the
Cu2+-ions, also occurs via the valence band and the corresponding cathodic cur-
rent is diffusion limited. The kinetic data, evaluated from the impedance spectra,
yielded here the product of the rate constant and the density of states in the va-
lence band, k−v Nv = 10−2 cm s−1. Using Eq. (7.58), one obtains j−v = 1mAcm−2

for a Cu2+ concentration of 0.7 × 10−3 M. This kinetically controlled current is
considerably larger than the experimentally determined diffusion-limited current
which is in agreement with the model.
Besides these classical redox reactions, the formation of H2, that is, the reduc-

tion of protons, has also been studied with n-GaAs. As alreadymentioned in Sec-
tion 7.2, this is a conduction band process. The corresponding majority carrier
reaction with n-GaAs was recently investigated by Uhlendorf et al. [35]. The cur-
rent–potential curve as measured at pH 3 is characterized by a current increase
around–0.8V, followedby a range where the current is saturated, and further cur-
rent increase above around –1.5V (Figure 7.22). The first current increase corre-
sponds to the reduction of protons which becomes diffusion limited; the second
increase is due to the reduction of H2O. From the impedance spectra measured
under stationary conditions over the whole potential range, the space charge ca-
pacity, Csc, was determined, the results of which are presented as C−2

sc versus the
electrode potential in Figure 7.23a. For comparison, the current–potential curve
in a semilogarithmic plot is given in the samefigure. At relatively anodic potentials
(range 1), the Mott–Schottky plot shows a fairly good straight line and the slope
is determined by the doping of the electrode. An extrapolation to C−2

sc → 0 yields
a flatband potential of about –1.0V. In range 2, characterized by a small cathodic
current, the C−2

sc values are almost constant. It was concluded that the potential
across the space charge layer Δφsc remains nearly constant in this range, that is,
the flatband potential is shifted toward cathodic potentials and the bands become
unpinned on the surface. This shift had already been found earlier and was inter-
preted as a change of the Helmholtz double layer, possibly due to a change of a hy-
droxyl to a hydride surface [36]. In range 3, C−2

sc decreases again which means φH
is constant. Obviously, the hydride layer is completed here. This has been proved
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Figure 7.23 (a) Current–potential curve and 1∕C−2
sc vs electrode potential for n-GaAs at pH 3

(the same experimental conditions as in Figure 7.22). (b) log j vs Δ𝜙sc; data taken from Fig-
ure 7.22 (after [35]).

by measuring C−2
sc during a fast scan back toward anodic potentials. In range 4,

where the current is diffusion limited, C−2
sc again varies very little with the poten-

tial. Here the pH of the solution rises near the surface because the concentration
of protons decreaseswhich leads to a further upward shift of the bands on the sur-
face. Finally, C−2

sc varies with the potential again in the usual manner in the range
where the electrons are transferred to H2O.
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Although the variation of the potential distribution is rather complex, the space
charge capacity could be related to the potential across the space charge layer,
Δφsc, for each electrode potential. This evaluation allowed a plot of log j−c ver-
sus Δφsc as shown in Figure 7.23b. Interestingly, this plot is linear and exhibits an
ideal slope of 60mV/decade. Moreover, it has been shown that in this case also
the electron transfer can be described by the thermionic emission model, similar
to the findings for the reduction of cobaltocene at n-GaAs in acetonitrile. Accord-
ingly, the transfer rate must be very high. This is again difficult to interpret on the
basis of a simple electron transfer. Possibly the adsorption of protons is involved,
similar to the reduction of Co(Cp)1+2 in acetonitrile [35].
There are a few other semiconductors and other redox systems where the

charge transfer processes have been analyzed quantitatively but where the cur-
rent–potential curves did not fulfill the basic requirements of the theory such as
linearity and a slope of 60mV/decade. Examples are layered compounds, such as
WSe2 or MoSe2. When the basal planar surfaces are exposed to the electrolyte
and a crystal with a low density of steps is used, only a weak interaction be-
tween such a semiconductor and the solvent or the redox system is expected
because the metal (W in WSe2) is screened from the surface. From this point
of view, one would expect ideal properties when using a suitable outer-sphere
redox couple. Appropriate investigations performed with n-WSe2 in acetonitrile
using ferrocene (Me2Fc0∕1+) were not successful insofar as the slope of the log
j−c versus UE curves exhibited a slope of more than 90mV per decade which
cannot be explained by the model [37]. Bard and co-workers suggested that the
steps at the crystal surface are responsible for this deviation from ideal behav-
ior [38]. Bard et al. re-investigated the problem by using the SCEM technique
(see Section 4.2.4) which made it possible to study the current–potential be-
havior within small surface areas. They studied the oxidation of various redox
systems at p-typeWSe2 electrodes in aqueous solutions. In only one case, namely
the reduction of Ru(NH3)3+3 , a slope of 60mV/decade was found. However, they
did not find any influence on the slope from steps on the crystal surface, either
with Ru(NH3)3+3 or with any other redox system [38]. A slope of 60mV/decade has
also been reported for the oxidation of Fe(phen)2+∕3+3 in aqueous electrolytes at
p-WSe2 (valence band process). In this case, however, the reaction was diffusion
controlled, similar to the case of Cu1 + ∕2+ at p-GaAs (see above) [47].
According to the experimental results, the experimentally determined rate con-

stants scatter over a considerable range. In some cases, the maximum rate con-
stants (Kc,max and Kv,max) were also determined, using Eqs. (7.53), (7.55), (7.57),
and (7.59), if data about the reorganization energy were available. These data also
scatter over several orders of magnitude. In this context, it should be mentioned
that models have been developed by which absolute values of rate constants can
be derived. Lewis [39] has derived a model on the basis of Marcus’ theory on
electron transfer between different molecules, the latter being dissolved in two
immiscible liquids (see Section 6.1.4). In the derivation of Lewis, one liquid is
replaced by the semiconductor and the electrons in the solid correspond to the
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molecules in the former liquid. According to this model, Lewis has determined
a maximum rate constant of k j

i,max ≈ 10−17−10−16 cm4 s−1 [39]. Smith et al. have
shown that Lewis’s model leads to a maximum value which is 2–3 orders of mag-
nitude higher [40, 41]. Probably a more rigorous method needs to be applied to
obtain a reliable theoretical value. Since the situation is not clear yet, the problem
of theoretical rate constants will not be discussed further here.
The ideal behavior of cells presented here is also of significance in view of prior

reports according to which Fermi-level pinning instead of band pinning occurs,
as found with Schottky junctions (see Section 2.2) [42, 43]. It is surprising that it
took more than 25 years until reliable results on majority carrier processes were
published. Many issues, such as the influence of surface chemistry on the rate
constants, are still open.
In this context somemore recent investigations performedwith ZnOelectrodes

in aqueous solutions are of interest. Haman et al. synthesized a series of ruthe-
nium and osmium bipyridine and terpyridine complexes which are excellent one-
electronouter-sphere redox couples [110].According to cyclic voltammetricmea-
surements, the standard redox potentials of these couples span over a range of
approximately 0.9 V. This gave a chance to study electron transfer processes with
semiconductor–liquid contacts where Es

c − E0
F is larger than the reorganization

energy λ.
Impedancemeasurements yielded straightMott–Schottky plots over a large po-

tential range. At pH 5, a flatband potential of Ufb = −0.26V versus SCE was ob-
tained [110]. Earlier studies by Morrison’s group have shown that the externally
applied voltage occurs across the space charge region [27]. This was also assumed
by Haman et al. According to the slope of the Mott–Schottky plot, a donor den-
sity of ND = 5 × 1016 cm−3 was obtained. The last two data lead to a position of
the conduction band at Ec = −0.37 eV versus SCE. These values did not change
upon the addition of a redox system.
These authors also investigated the electron transfer from the conduction band

of the n-ZnO electrode to various redox systems by measuring the potential de-
pendence of the corresponding cathodic current. The currents depend linearly on
the concentration of the redox system from which it could be concluded that the
redoxmolecules were not adsorbed on ZnO. The plot of the semilogarithmic cur-
rent versus potential is linear and the slope was nearly 58mV/decade, that is, the
ideality factor (defined in Chapter 2) is close to unity. The rate constants k−c = ket
(ket in Figure 7.24a) were evaluated by using Eq. (7.54) and plotted versus the dif-
ference Ec − E0

F,redox = ΔG0 of the corresponding redox system as shown in the
upper part of Figure 7.24. The highest rate constant is obtained if ΔG0 = λ and
its value is approximately 10−16 cm4 s−1. A ket versus ΔG0 curve was calculated
according to Eq. (7.55) with kc,max = 10−16 cm4 s−1 and λ = 0.67 eV. Agreement
between the experimental and theoretical values seems to be rather good, at least
for the high driving force compounds.
For comparison, the theoretical ket versus ΔG0 curves derived for λ = 0.53 eV

and λ = 0.8 eV are given in the lower part of Figure 7.24. The theoretical curve
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Figure 7.24 Plots of the electron transfer
rate constant at n-ZnO electrodes for several
Ru3 + ∕2+ and Os3 + ∕2+ compounds as a func-
tion of the standard driving force. (a) The solid
line represents the theoretical ket vs ΔG

0 be-
havior for kc,max = 1 × 10−16 cm4 s−1 and
λ = 0.67 eV. (b) the dotted line represents
the theoretical curve for λ = 0.8 eV and the

dashed curve for λ = 0.53eV. The redox cou-
ples are I [Ru(bipy)3]

3 + ∕2+ ,
II [Os(terpy2)]

3 + ∕2+ ,
III [Os(bipy)3]

3 + ∕2+ , IV [Os(Me2bipy)3]
3 + ∕2+ ,

V [Os(bipy)2(MeIm)2]
3 + ∕2+ ,

VI [Os(bipy)2(Im)2]
3 + ∕2+,

VII [Os(Me2bipy)2(MeIm)2]
3 + ∕2+ ,

VIII [Os(Me2bipy)2(Im)2]
3 + ∕2+ (after [110]).

for λ = 0.53 eV (dashed line) yields a poor fit to all experimental data. The other
theoretical curve derived for λ = 0.8 eV (dotted curve) gives only a good fit for
the low driving force regime. In order to make sure that the different redox cou-
ples exhibit the same reorganization energy, correspondingmeasurements of self-
exchange rate constants in the solutionwere performed using themethod ofNMR
line broadening [110]. Values between 0.64 and 0.67 eV (average 0.67 eV) were
found, that is, the reorganization energy is, therefore, indeed dominated by the
solvent reorganization. The outer-sphere reorganization energy for two spherical
reactants in solution can also be calculated by Eq. (6.19). Using rD = rA = 0.6 nm
as molecule radii and rDA = 1.2 nm as center-to-center separation, Haman et al.
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obtained λ = 0.67 eV, a value being in excellent agreement with the value ob-
tained from self-exchange measurements [110]. In the case of electron transfer
between an electrode and a molecule in a solution, lower reorganization energy
is expected as discussed in detail in Section 6.1.2. Marcus derived an equation
for determining λ for electron transfer between solid and liquid on the basis of a
continuum model as given by Eq. (6.28) [111, 112]. Applying this equation to the
redox reactions at a ZnO electrode, Haman et al. obtained λ = 0.53 eV, that is,
a value being 20% less than the experimental one. This small difference was not
further discussed.
The important result is that a decrease of rate constants with increasing driv-

ing force was found for ΔG0 > λ. This indicates that the semiconductor–liquid
contacts can operate in the inverted region as predicted by the Gerischer/Marcus
models. This will be further discussed in Section 7.3.6.

7.3.5
Minority Carrier Reactions

(a) Transfer from the Semiconductor to the Solution Under Illumination
If the charge carriers to be transferred across the interface are minority carri-
ers, then the corresponding current is very low because the minority carriers are
mainly produced by thermal generation. The current is given by Eq. (7.65), that
is, it is determined by quantities which actually determine the bulk recombina-
tion. Since recombination and generation are equal at equilibrium and since the
generation does not increase with increasing potential, the generation is also de-
termined by Eq. (7.65) over the whole potential range. Taking typical values forD,
n2
i , p, or n and L, one has a current density of the order of j0 ≈ 10−12 A cm−2

for Si, that is, a current which is not really detectable. Usually, one measures
higher currents which are determined by side effects. As frequently mentioned,
these small dark currents can be considerably enhanced by light excitation (see,
e.g., Figure 7.10). A corresponding photocurrent is observed for photon energies
which are larger than the bandgap. Excitation spectra for a selection of semicon-
ductors normalized to equal light intensity are shown in Figure 7.25. The pho-
tocurrents rise with increasing absorption coefficients (compare with absorption
spectra shown in Figure 1.8) and reach a nearly constant value at higher photon
energies. The limiting value is obtained if all excited minority carriers reach the
surface where they are consumed in the reaction process. Accordingly, the quan-
tum efficiency is unity in the potential range where the photocurrent saturates.
In this range, the photocurrent is proportional to the light intensity. In the case
of semiconductors with an indirect bandgap, for instance GaP, the photocurrent
is not detectable in the range of indirect bandgap absorption and starts to rise at
photon energies which correspond to the direct bandgap transition. Since the ab-
sorption for an indirect transition is low, the penetration of light is large, so that
the minority carriers recombine before they reach the surface.
Concerning the potential dependence of the interfacial current under illumina-

tion, it is frequently useful to measure it in the presence of only one species of the
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Figure 7.25 Excitation spectra of photocurrents at various semiconductor electrodes in 0.1M
H2SO4 (after [18]).

redox couple, the reduced species for an anodic and the oxidized species for a ca-
thodic reaction. Taking n-WSe2 as an example, the current–potential curve under
illumination, as measured in an aqueous solution free from any redox system, is
presented in Figure 7.26. The cathodic dark current which occurs cathodic of the
flatband potential is due to H2 formation (conduction band process). The anodic
photocurrent which starts to rise about 0.6V anodic of the flatband potential in
the dark corresponds to the corrosion of the semiconductor. Theoretically, how-
ever, the photocurrent should start around the flatband potential because the en-
ergy bands of an n-type semiconductor are bent upward for potentials which are
anodic from the flatband potential, and the corresponding electrical field across
the space charge layer drives the holes toward the surface as illustrated in Fig-
ure 7.27. Since a relatively large overvoltage is required for the photocurrent at
n-WSe2, it must be concluded that the electron–hole pairs created by light exci-
tation are lost by recombination withinWSe2 or at its surface as realized by other
authors [45, 46]. The question arises, however, what is the origin for a surface re-
combination, a high recombination velocity via surface states, or a slow kinetics
for a hole transfer. In the case ofWSe2, it has been shown that theMott–Schottky
plots are shifted by about 0.6V upon the illumination of the semiconductor [48]
as already discussed in Chapter 5. This has caused a shift of the flatband poten-
tial to Ufb(light) = +0.4V, that is, very close to the onset of the photocurrent
(Ufb(dark) and Ufb(light) are indicated in Figure 7.26). This result indicates that
the WSe2 surface is positively charged by hole capture which leads to a down-
ward shift of the energy bands. Measurements with chopped light supported this
interpretation. In the whole potential range between Ufb(dark) and Ufb(light),
photocurrent transients were found as shown in Figure 7.28 which have the typ-
ical shape for charging a capacitor. Upon the addition of a suitable redox system,
the standard potential of which occurs rather close to the valence band, such as
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Figure 7.26 (a) Current–potential curve for n-WSe2 in aqueous solutions under illumination.
(b) Relaxation of photocurrent when the light is turned on and off (after [48]).

Figure 7.27 Excitation, relaxation, and electron transfer during illumination.

Fe(phen)2+3 (U0
redox = +0.85V vs SCE), the shift of the Mott–Schottky curve was

avoided and the photocurrent onset occurred near Ufb(dark) as also shown in
Figure 7.26. Simultaneously, the transients disappeared because a constant pho-
tocurrent was found in the corresponding potential range.
According to these experimental results, the primary effect here is an accumu-

lation of holes on the surface because the anodic dissolution seems to be a very
slow reaction.Working at a potential betweenUfb(dark) andUfb(light), the bands
become flattened due to their shift. Since then the majority carrier density is in-
creased near and on the surface, the recombination rate increases (the recom-
bination rate is proportional to n and p, see Section 1.6). Accordingly, the high
recombination is a consequence of the band-edge shift on the surface. In the case
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Figure 7.28 Relaxation of photocurrents at different potentials for n-WSe2 electrodes
(after [48]).

of WSe2, it is not primarily due to an especially high-surface recombination ve-
locity compared with the hole transfer rate. This aspect has been overlooked in
the publications referred to above (e.g., in [46]).
Certainly, there are also cases where surface recombination does play a dom-

inant role. Examples are cathodic processes at p-GaAs electrodes. Here also a
considerable overvoltage for the photocurrent onset has been found (≈ 0.5V)
as shown in Figure 7.29 [49]. Identical photocurrent–potential dependences were
obtained with solutions containing redox systems such as Eu3+ (E0

redox = −0.7V
(SCE)), Cr3+ (E0

redox = −0.7V (SCE)) and without any redox system (H+ reduc-
tion). Since the conduction bandwas located at –0.9 eV, the reduction of the redox
couples was expected to occur via the conduction band. In addition, a cathodic
shift of energy bands by 0.25V was found upon illumination. Accordingly, the
overvoltage of 0.5 V could only be partly due to a shift of energy bands and surface
recombination dominates over all other steps. Surface recombination was mea-
sured by using the thin slice method, that is, having a p–n junction on the rear of
the electrode (see Section 4.3). According to Eq. (4.5), the surface recombination
velocity S is inversely proportional to the short circuit current jsc provided that
S ≫ D∕L. Appropriate measurements performed with light of sufficiently small
penetration depth have yielded values of S ≈ 107 cm s−1 in the potential range
where no photocurrent occurred [49]. These values are also found with GaAs
samples in air. The whole process has been described quantitatively using a ki-
netic model as follows (see also Figure 7.30):

dns

dt
= g − k1nsNt(1 − f ) − k−c coxns (7.75)

Nt
d f
dt

= k1Nt(1 − f )ns − k2Nt f ps − k−oxNt f cox (7.76)

in whichG is the generation rate for electrons,N t is the density of surface states in
units of cm−2, and F is the fraction of centers occupied by electrons. The different
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Figure 7.29 Cathodic photocurrent vs electrode potential for p-GaAs in the presence of vari-
ous redox system in 10−2 MM2SO4.

Figure 7.30 Electron transfer at a p-GaAs electrode as illustrated by an energy diagram
(after [49]).

rate constants are given in Figure 7.30. It should be mentioned that the terms
Sn0 = σnvthNt and Sp0 = σpvthNt (σn, σp are the capture cross-sections and vth is
the thermal velocity) are used in the semiconductor terminology where σnvth and
σpvth correspond to kn and kp, respectively. The Faraday fluxes via the conduction
band and the surface states are given by

j−c = k−c coxns (7.77)

j−s = k−c coxNt f (7.78)

The shift of the Mott–Schottky curve was explained by a trapping of electrons
in surface states which leads to a change of the potential across the Helmholtz
double layer by Δ(ΔφH). We have then, according to Eq. (5.49),

Δ(ΔφH) =
ΔQ
CH

= eNt
f

CH
(7.79)
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The rate constants are also affected by the shift of bands. Instead of Eq. (7.55), we
have now

k−c = k−c,max exp

[
−
(Ec − E0

F,redox − e(ΔφH) + λ)2

4 kTλ

]
(7.80)

and for an electron transfer via the surface states (Figure 7.30)

k−ox = k−s,max exp

[
−
(Et − E0

F,redox − e(ΔφH) + λ)2

4 kTλ

]
(7.81)

The total current normalized to equal light intensities, which is given by

j
g
=

j−c + j−s
g

(7.82)

can be calculated by numerical methods using Eqs. (7.75)–(7.81). Two examples
are given in Figure 7.31. It is important to note that for kox = 0, the onset of the
normalized photocurrent becomes dependent on the light intensity (Figure 7.31c)
which was not found experimentally. The intensity dependence obviously disap-
pears for reactions via surface states (Figure 7.31a) because an increase of the in-
tensity fills the surface states more rapidly but simultaneously speeds up the rate
of electron transfer from these states to the “Ox” species of the redox system. No
attempt wasmade to fit the experimental photocurrent–potential curve quantita-
tively to the theoretical model because the values of toomany critical parameters,
such as the reorganization energy, density of surface states, and electron trapping
rate constants are not known with sufficient accuracy. The only aim here was to
show that an electron transfer from the surface states is essential.
The same observations have beenmade with p-GaAs electrodes in nonaqueous

electrolytes such as acetonitrile. For instance, in the presence of cobaltocenium
ions (CoCp+2 ), an overvoltage of around 0.5 V has also been found. Interestingly,
the surface recombination could be reduced to negligible levels after a 30-Å layer
of GaInP2 had been deposited on p-GaAs [50]. In this case, the flatband potential
was not affected by light excitation and the onset of photocurrent occurred close
to Ufb. In the range of the photocurrent increase, it became dependent on the
concentration of the redox system. The latter data are difficult to be evaluated by
means of the kinetic model introduced above, because a shift of the flatband po-
tential must occur under potentiostatic conditions if no redox system as an elec-
tron acceptor is present (H2 formation is not possible in acetonitrile). The photo-
electrochemical results were proved by measurements of the photoluminescence
lifetime. Here also a much longer lifetime was observed with a p-type electrode
cappedwith a 30- or 50-ÅGaInP2 layer. According to these results, a very low sur-
face recombination velocity, such as S = 200 cm s−1, and a rate constant for the
electron transfer from the conduction band to CoCp+2 of k−c = 4 × 10−16 cm4 s−1
have been obtained. This value actually agrees with that obtained with an n-type
GaAs electrode also cappedwithGaInP2, in the dark (comparewith Section 7.3.4).
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Figure 7.31 Results calculated for simulta-
neous electron transfer from the conduction
band and surface states to an oxidizing agent
in solution, for electron transfer processes
from the conduction band (rate constant
k−c c = 103 cm s−1) and from the surface
states (ks); (a,c) current normalized to equal

intensities; (b) Fermi function describing the
occupation of surface states; (c) as (a) but with
kox = 0 (compare with Figure 7.30). The pa-
rameters are taken at different light intensities
varying from G = 1014 (a) to 1017 cm−2 (c)
(after [49]).

The same effects occur with most other semiconductors but were not further
analyzed. As already discussed in Chapter 5, the proof of the existence of surface
states is rather difficult because spectroscopic methods are not sufficiently sensi-
tive. Another way of reducing the influence of surface states is to catalyze a charge
transfer by depositing a metal or metal oxide on the semiconductor surface. This
problem will be treated separately in Section 7.9.

(b) Minority Carrier Injection into the Semiconductor
All light-induced processes and the resulting photocurrents are related to the
transfer of minority carriers from the semiconductor to the electrolyte. The re-
verse process, the injection ofminority carriers froma redox system into the semi-
conductor, is only possible with redox systems, where the standard potential is
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very close to the corresponding energy band of the semiconductor as illustrated
in Figure 7.32. This could be accomplished with redox systems of a fairly posi-
tive standard potential such as Ce3+∕4+ (U0

redox = +1.36V versus SCE), at n-type
semiconductors such asWSe2, Ge, Si, GaAs, InP, and GaP but not withmost large
bandgap semiconductors such as TiO2. In the latter case, the valence band is far
too low. Injection of holes was also possiblewith [Fe(CN)6]3−∕4− (U0

redox = +0.2V
versus SCE) in alkaline solutions atGe andGaAs [22]. Here, the corresponding ca-
thodic currents reach high values so that they are finally diffusion limited. This is
important insofar as it is very difficult to decide whether this current is really due
to a hole injection into the valence band or due to electron transfer via the conduc-
tion band. At first sight, it may be useful to see whether a corresponding cathodic
current occurs at a p-type electrode in the dark. However, this is not necessar-
ily a sufficient proof for a valence process at the n-type electrode because it can
happen that a redox reaction occurs via the valence band at the p-electrode and
via the conduction band at the n-electrode because there are sufficient electrons
available on the surface of the latter. Only if the dark current at the p-electrode is
very large, that is, diffusion limited, one can be fairly sure that the reaction also
occurs via the valence band when an n-type electrode is used. In Figure 7.33, a
typical current–potential curve is shown as measured with n-GaAs in HCl using
Cu1 + ∕2+ (U0

redox = +0.33V versus SCE) as a redox couple. Since the dark current
at p-GaAs is diffusion limited (Figure 7.21a), it can be concluded that the cathodic
dark current as measured at the n-GaAs electrode is really due to an injection of
holes into the valence band.We selected this example here because it seems to be
the only onewhich ismore quantitatively investigated [34]. The current–potential
curve given in Figure 7.33 can be analyzed as follows.
First of all one can recognize that the current is diffusion limited at very nega-

tive electrode potentials because the saturation current depends on the rotation
speed of the rotating GaAs electrode. In addition, the current increase occurs
with a considerable overvoltage with respect to the standard redox potential of
the Cu1 + ∕2+ couple (Figure 7.33). Measurements with a ring–disk assembly (the
technique described in Section 4.2.3) have shown that the oxidized species (Cu2+)
is also reduced in the range where the cathodic current is nearly zero. This phe-
nomenon can be explained by an injection of holes, with the latter being imme-
diately consumed for the anodic dissolution of GaAs. This corresponds to two
currents (anodic and cathodic) which cancel to zero as illustrated in the inset of
Figure 7.33. The latter observations have also beenmade with several other redox
systems (e.g., Ce3 + ∕4+, [Fe(CN)6]3−∕4−) and semiconductors (e.g., Ge, GaAs, InP,
and GaP).Wewill return to this problem in Section 7.4. In order to checkwhether
the current is diffusion controlled, it was measured at different rotation speeds ω.
Using Eq. (7.31), we have after rearrangement

k−diff = k−lim exp
[
−
e(UE − U1∕2)

kT

]
(7.83)

where j−lim is proportional to ω1∕2 (see Eqs. (7.30b) and (7.28)). Since 1∕ j = 1∕ jkin+
1∕ jdiff (Eq. (7.40)), a plot of 1∕ j versus ω−1∕2 should yield straight lines. These
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Figure 7.32 Injection of minority carriers (holes) from a redox system into the valence of an
n-type semiconductor electrode and their subsequent recombination upon the anodic bias.

Figure 7.33 Electrochemical reduction of Cu2+ ions at a rotating n-GaAs electrode in 6M HCl
at different rotation velocities (after [34]).

were indeed obtained (Figure 7.34) when using the data of Figure 7.33. The ki-
netically controlled current, jkin, was obtained by the extrapolation of these lines
to ω−1∕2 → 0. A semilogarithmic plot of jkin versus UE yielded a straight line
with a slope of 92mV/decade. Using the same procedure for analyzing the cur-
rent–potential behavior of the p-type GaAs electrode in Cu2+ solutions (major-
ity carrier process), linear 1∕ j−ω−1∕2 plots have also been obtained. An extrap-
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Figure 7.34 Reciprocal values of cathodic currents vs ω−1∕2 at n-GaAs electrodes; data taken
from Figure 7.33 (after [34]).

olation to ω−1∕2 → 0 yielded, however, intercepts around 1∕ j = 0, that is, jkin
was extremely large and could not be evaluated. Accordingly, the redox reaction
at p-GaAs is entirely controlled by diffusion as already proved in Section 7.3.5
(compare with Figure 7.21b). At first sight, these results seem to be inconsistent.
However, in the case of the n-type electrode, obviously the injection current is
governed by the recombination of electrons with the injected holes. Accordingly,
the rate constant for the hole injection itself is also very high for n-type, but here
the rate-determining step is the recombination process which explains the lower
jkin values obtained from Figure 7.34.
As mentioned above, the slope of the log jkin-potential dependence given in

Figure 7.35 has a slope of 92mV/decade. According to the Shockley–Read re-
combination model (see Section 1.6), which is valid for a recombination in the
bulk of a semiconductor, a slope of 60mV/decade would be expected. In addi-
tion, recombination can occur within the space charge layer of a semiconductor
which leads to a slope of 120mV/decade [51] (see also Section 2.3). With most
p–n junctions which are minority carrier devices, a slope between 60 and 120mV
has been found. Therefore, the slope of 92mV found with a n-GaAs/liquid junc-
tion was also explained by assuming recombination in the bulk and in the space
charge layer [53].
The complete current–potential relation under illumination has already been

derived in Section 7.3.3 (Eq. (7.68)). In this case, it was assumed that the cathodic
dark current is only due to the injection of holes into the valence band of an n-
type electrode. It was further shown that the current–potential relation could be
simplified if the recombination is the rate-determining step (Eq. (7.73)). The pre-
exponential factor in Eq. (7.73), j0, mainly depends on material parameters such
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Figure 7.35 Kinetic cathodic current vs electrode potential at n-GaAs electrodes; the kinetic
currents were obtained by extrapolating the curves in Figure 7.34 to ω−1∕2 → 0 (after [34]).

as diffusion constant and length of minority carriers as given by Eq. (7.65). For
instance, the recombination is fast if the diffusion length is short, which leads to
high j0 values and thereby to large cathodic dark currents (Eq. (7.73)). As already
mentioned, there are many cases where the photocurrent is due to the hole trans-
fer to occupied states of the redox system but the dark current corresponds to the
electron transfer from the conduction band to the empty states of the redox sys-
tem. In this case, the current–potential dependence for an n-type electrode has,
in principle, the same shape

j = − j0
[
exp

(
−
eη
kT

)]
+ jph (7.84)

in which η is the overvoltage (compare also with Eq. (7.61a)). The physical dif-
ference compared with the former case occurs only in the pre-exponential factor.
Here j0 depends on kinetic parameters such as rate constant and majority carrier
density at the electrode surface (Eqs. (7.60) and (7.54)). The dark current is zero at
η = 0, that is, at the redox potential (UE = Uredox). Under illumination, however,
the total current is zero if the cathodic dark current and the anodic photocurrent
are equal ( j= 0). According to Eq. (7.84), the corresponding ηph is then given by

ηph = − kT
e

ln
[( jph

j0

)
+ 1

]
(7.85)

Accordingly, ηph dependsmainly on the exchange current j0 for a given photocur-
rent (Figure 7.36). This is an interesting feature with regard to photoelectrochem-
ical solar cells (see Chapter 11).
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Figure 7.36 Current–potential curve for an n-type semiconductor electrode in the dark and
under illumination found with n-GaAs was explained by assuming recombination in the bulk
and in the space charge layer [53].

7.3.6
Electron Transfer in the “Inverted Region”

According to the Marcus theory, the rate constant for an electron transfer be-
tween to molecules in solution increases with increasing negative values of the
free energy difference (ΔG0) (see Eq. (6.10)). The highest rate constant is obtained
for ΔG0 = λ, and it is expected to decrease again for ΔG0 > λ. This has never
been verified for an intermolecular electron transfer between the single donor
and acceptor molecules in the solution, that is, the rate constant remained at its
maximum value if ΔG0 > λ. This is due to the diffusion limitation of the electron
transfer reaction. On the other hand, if the donor and acceptor molecules were
coupled via a hydrocarbon link, then the rate constant passes a maximum and
decreases again when varying ΔG0 (intramolecular process).
In principle the rate constant for an electrochemical charge transfer process

should also pass a maximum if ΔG0 is increased. This was indeed observed with
n-ZnO electrodes if the driving force was varied by using redox systems of dif-
ferent standard potentials [110] as shown in Section 7.3.4. Some additional in-
formation about the electron transfer in the inverted region can be obtained by
studying the electron transfer from the conduction band of ZnO to a redox sys-
tem at different pH-values. Some relevant investigations were carried out at first
by Van den Berghe et al., who studied the electron capture by [Fe(CN)6]3− at ZnO
electrodes [44]. They shifted the energy bands upward upon increasing the pH as
indicated in Figure 7.37. The highest cathodic current was found at pH 5, and the
lowest at pH 12. Since the couple [Fe(CN)6]3−∕4− has a relatively low reorganiza-
tion energy, the difference Ec−E0

redox is larger than λ. This result proves very nicely
that the rate constant decreases when reaching the inverted region as required by
the Marcus theory. The authors analyzed the data in terms of Eq. (7.24) and con-
cluded that the Gaussian distribution of the empty states of the redox system is
properly plotted in Figure 7.37. The best fit was obtained with λ = 0.75 eV. Such
an evaluation implies, however, that kc,max is not changed by varying the pH.
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Figure 7.37 Energy scheme for n-ZnO in contact with an electrolyte containing equal concen-
trations of [Fe(CN)6]

3− and [Fe(CN)6]
4− at different pH values.

This method was recently also applied by Hamann et al. [113]. They
studied quantitatively the electron transfer between ZnO and two different
redox systems, namely [Co(bipy)3]3+∕2+ (λ = 1.5 eV; E0

redox = 0.04 eV) and
[Ru(bipy)2(MeIm)2]3+∕2+ (λ = 0.53 eV; E0

redox = 0.04 eV). The high λ-value of
the cobalt complex is due to a change of its inner sphere. In this case, the driving
force remains smaller than λ so that the rate constant is expected to increase
with pH in the whole range. This was exactly found experimentally [113]. The
situation is completely different for an electron transfer from the ZnO electrode
to the Ru complex. Here the driving force is larger than λ, so that a decrease in
the rate constant with increasing pH was observed. All three results obtained by
varying the pH of the solution are a nice proof for the Marcus/Gerischer model
(Figure 7.38).
Applying this model to an electron transfer from a metal electrode to a redox

system in the electrolyte, the corresponding current should increase exponen-
tially with the overvoltage only as long as eη ≪ λ. At higher potentials, a curved
log j−η dependence would be expected. As already mentioned in Section 7.1.1,
this was not found with bare metal electrodes because it is not possible to sep-
arate transport from kinetic effects. A breakthrough was recently achieved by
Miller et al. [4, 52] who used Au electrodes, the surface of which was modified by
amonolayer of ω-hydroxy thiol of a thickness of 25 Å.When theGerischer model
is applied, the conditions for the normal and inverted region are schematically il-
lustrated in Figure 7.37 for an electron transfer from themetal to the empty states
of a redox system. The tunneling of electrons through the ω-hydroxyl monolayer
is the dominant mechanism for the electron transfer, that is, there is no potential
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Figure 7.38 A series of density of electronic state diagrams for a metal electrode coated with
a tunneling barrier in contact with an electrolyte solution containing an electron acceptor at
different anodic potentials (compare with Figure 7.9) (after [52]).

drop across this layer. The kinetics of the electron transfer is slowed so far down
by this layer that transport limitations can be avoided. According to this scheme,
the application of a negative potential to the metal leads to an upward shift of the
Fermi level in themetal (compare B andCwithA). This causes an increasing over-
lap of the occupied states in the metal with the empty states of the redox system,
and the energy range, in which tunneling occurs, becomes larger and larger. One
example is the reduction of [Mo(CN)8]3−. The corresponding current–potential
curve clearly shows the saturation of the current as expected from themodel (Fig-
ure 7.39a). A quantitative analysis yielded a Gaussian shape for Wox , as given in
Figure 7.39b [52]. From the peak position, a value of the reorganization energy
was obtained (λ = 0.9 eV). This result proves very nicely the validity of the Mar-
cus/Gerischer model or, more precisely, the validity of the harmonic oscillator
picture derived in Chapter 6. Further information on the evaluation of λ values of
other redox couples is given in Section 7.5.
In the case of semiconductor electrodes, it is impossible to obtain the same in-

formation because the energy bands are fixed on the surface and any potential
variation occurs only across the space charge layer. Here the maximum rate con-
stant is expected if the peak of the distribution curve occurs at the lower edge of
the conduction band of an n-type semiconductor. Therefore, the experimental re-
sults obtained with the modified metal electrodes are of great importance for the
quantitative analysis of rate constants from current–potential curves measured
with semiconductor electrodes (see, e.g., Section 7.3.4).



2257.4 The Quasi-Fermi-Level Concept

Figure 7.39 (a) Single reduction wave, cor-
rected for diffusion, for a 10mMMo(CN)3−8
solution at an Au electrode derivatized with
a tetradecanethiol monolayer. (b) Density of
electronic states for Mo(CN)3−8 calculated as
the derivative of the heterogeneous electron

transfer rate constant measured at the in-
sulating layer on Au (Figures 7.36 and 7.37).
Solid curve, best fit to the experimental re-
sults; dashed curve, the Gaussian distribution
predicted by the Marcus theory (after [52]).

7.4
The Quasi-Fermi-Level Concept

7.4.1
Basic Model

When an external voltage is applied to a semiconductor electrode, then it occurs
as the difference between the electrochemical potential (Fermi level of the redox
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system) and the Fermi level in the semiconductor electrode, as previously illus-
trated for an n-type semiconductor in Figure 7.13.More precisely, the latter is the
Fermi level of the majority carriers. It is also sufficient to consider only this Fermi
level if majority carriers are transferred across the interface. The difference be-
tween the Fermi levels on each side of the interface is, thermodynamically speak-
ing, the driving force for the corresponding reaction. If no other reaction occurs,
then the minority carriers are still in equilibrium with the majority carriers, that
is, the quasi-Fermi levels of holes and electrons remain equal (EF,n = EF,p) even
during the current flow. The Fermi level is constant within the solid including
the space charge region as proved by measurements of the space charge capacity
(Mott–Schottky plot).
The situation is quite different if minority carriers are involved. Then electrons

and holes are not in equilibrium and their quasi-Fermi levels become different.
In the case of an n-type semiconductor, EF,p can be located above or below EF,n,
depending on the minority carrier process, that is, on whether minority carriers
are extracted from or injected into the semiconductor. However, quasi-Fermi lev-
els have been qualitatively used in the theory of nonequilibrium processes in solid
state devices, such as the excitation and recombination of electrons and holes (see
Section 1.6), and also for the descriptions of charge transfer processes in p–n junc-
tions (see Section 2.3). In this section, a quantitative analysis of reactions at n- and
p-type electrodes in terms of quasi-Fermi levels will be derived [19, 53].
In the present derivation, we take a valence band process as an example. Ac-

cording to the quasi-Fermi-level concept, it is assumed that the same reaction
with identical rates, that is, equal currents, takes place at an n- and a p-type semi-
conductor electrodes if the densities of holes, ps, on the surface – or equivalently
the quasi-Fermi levels, EF,p – are equal on the surfaces of both types of electrodes,
as illustrated for an illuminated n-electrode and a p-electrode in the dark in Fig-
ure 7.40. Since holes are majority carriers in a p-type semiconductor, the posi-
tion of the quasi-Fermi level, Es

F,p, is identical to the electrode potential UE (right
side of Figure 7.40) and, therefore, directly measurable with respect to a refer-
ence electrode. The density of the surface hole density, ps, can be easily calcu-
lated from Eq. (1.57b), provided that the positions of the energy bands at the sur-
face are known. Themeasurement of a current–potential curve at the p-electrode
also yields automatically the relation between the current and quasi-Fermi level of
holes because Es

F,p = eUE at the p-electrode in the entire potential range. The ba-
sic concept implies that the position of the quasi-Fermi level of holes, Es

F,p, on the
surface of an n-type semiconductor and the corresponding hole density, ps, can
be derived for a given photocurrent, because the same relationship between the
current and Es

F,p holds.However, since Es
F,p is the quasi-Fermi level of theminority

carriers, it is not equal to the electrode potential (see left side of Figure 7.40).
This model is applicable if three conditions are fulfilled:

1. At equilibrium, the conduction and valence band edges on the surface of the
n- and p-type electrodes have the same position.
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Figure 7.40 Principle of the comparability of reactions at the n- and p-type electrodes.

2. All reactions at the electrode can be described as a function of the surface hole
density.

3. The holes on the surface of the p-type electrode are nearly in equilibriumwith
those in the bulk, that is, the Fermi level of the majority carriers is constant
within the electrode.

Equivalent conditions can be expressed for a conduction band process. In this
case, electrons are the majority carriers.
This model has been proved experimentally by studying the competition of the

anodic decomposition reaction and the oxidation of Cu1+ at p-GaAs in the dark
and at n-GaAs under illumination [53]. This is a suitable redox system because
reduction and oxidation occur via the valence band and because the anodic oxi-
dation of Cu1+ proceeds independently from the corrosion. Accordingly, the ratio
of the oxidation current (oxidation of the redox system), jox, and the total current,
j, is independent of the total current at p-GaAs as proved by using the rotating
ring–disk assembly (see also Section 8.5). The same result has been obtained with
n-GaAs under illumination, and an identical jox∕ j ratio was found [53]. Other
authors have also observed that the reactions of the n- and p-type electrodes are
comparable [54–56]. The advantage of themodel presented here is that the quasi-
Fermi level of the majority carriers (holes in p-type) can be determined because
it is identical to the electrode potential. Accordingly, the current–potential curve
measured with the p-GaAs electrode yields directly the relation between Es

F,p and
the hole current (dark current at p-GaAs). Since the same relation holds for pro-
cesses at an n-GaAs electrode, the position of the quasi-Fermi level of holes (mi-
nority carriers) at the surface of the n-type electrode is then also known for a given
current (dark or photocurrent).
It should be emphasized that an anodic current (valence band process) at the p-

type electrode as well as at the corresponding n-type electrode occurs only if Es
F,p
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is located below the redox potential, as illustrated in Figure 7.40. This is required
in the dark and during light excitation. When an n-type electrode is polarized
anodically, then usually a very small, but constant anodic current is observed in
the dark. During this polarization, the band bending is increased and the quasi-
Fermi level of electrons (majority carriers) is moved downward. The quasi-Fermi
level of holes, however, remains at the same position (very slightly below the redox
potential), because the current remains constant.
More insight into the quasi-Fermi-level concept and its application has been ob-

tained by studying the charge transfer processes between GaAs and the Cu1 + ∕2+

redox system in more detail [53]. The basic steps have already been discussed
in Section 7.3.4. In Figure 7.41, curve a represents the current–potential curve as
obtained with p-GaAs in an electrolyte without any redox system.The anodic cur-
rent corresponds to the decomposition of GaAs. After the addition of Cu2+ as an
oxidizing agent (hole injector), a corresponding cathodic current is visible (curve
b). At the mixed potential, UM,1 = 0.34V ( j = 0), the two currents are equal.
The position of Es

F,p in the p-GaAs electrode at this potential (eUM,1 = Es
F,p) is

illustrated in Figure 7.42a. The same experiment has also been performed with
n-GaAs. Here, the total dark current is nearly zero over a large potential range
(> 0.6V), as shown in Figure 7.43, that is, eUM,1 = Es

F,p = +0.34 eV, as illustrated
for two potentials in Figure 7.41b and c. In the range where the total current is
zero, the latter is composed of two partial currents (dashed curves in Figure 7.43).

Figure 7.41 Current–potential curves for a rotating p-GaAs electrode in 6M HCl: (curve a) an-
odic decomposition current; (curve b) partial current of Cu2+ reduction (0.7mM); (curve c) total
current (dotted line); (curve d) total current upon addition of Cu1+ ions (50mM) (after [53]).
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Figure 7.42 Position of the quasi-Fermi levels in the presence of 0.7mM Cu2+ , according to
data given in Figures 7.41 and 7.43: (a) p-GaAs at the potential UM,1 = +0.34V (saturated
calomel electrode (SCE)); (b) n-GaAs at UE = +0.6 V; (c) n-GaAs at UE = −0.1 V (after [19]).

The cathodic partial current, jred, corresponding to the reduction of Cu2+ at n-
GaAs was determined by using a rotating ring–disk electrode (Pt ring, n-GaAs
disk). The Pt ring electrode was polarized anodic of the redox potential so that
the Cu1+ ions formed at the GaAs disk were re-oxidized. The cathodic disk cur-
rent jred was calculated from the corresponding ring current (see Section 4.3).
The value of jred was the same as was found with p-GaAs at UE = UM,1 ( j= 0),
provided that equal concentrations of Cu2+ ions were used. After the addition
of Cu1+ ions, the current–potential measurement yielded a mixed potential of
UM,2 = 0.26V (curve d in Figure 7.41). In this case, the anodic current is domi-
nated by the oxidation of Cu1+, and in the range around UM,2 the partial current
due to the decomposition of GaAs is much smaller than around UM,1. The mea-
surements with the ring–disk assembly (Pt ring, n-GaAs disk) yielded again the
same partial current as found with the p-electrode. The positions of the quasi-
Fermi levels for the p- and n-type GaAs electrodes are given in Figure 7.44 which
is similar to Figure 7.42.
This example shows very nicely how the quasi-Fermi-level concept operates.

There are various other results given in the literature which can be interpreted
on the basis of this concept. In particular, the investigations of the reactions of
[Fe(CN)6]3−∕4− at GaAs and the etching behavior confirm this model [57, 58].

7.4.2
Application of the Concept to Photocurrents

Another important case is the comparison of anodic currents at n-type electrodes
under illumination with the dark current at p-type, as illustrated in Figure 7.45.
The anodic dark current at the p-electrode is composed of corrosion (dashed
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Figure 7.43 Current–potential curve for a rotating n-GaAs electrode in the dark in 6M HCl
with 0.76mM Cu2+ . Dashed curves are the partial currents of the anodic decomposition (jcorr)
and of Cu2+ reduction (jred), as determined using a rotating ring disk electrode (after [53]).

curve) and the redox currents (dotted curve). The total current at the n-type elec-
trode (solid curve) is now given by

jtot = jph + j0 + jrec (7.86)

in which jph is the photocurrent, j0 is the anodic dark current as defined by
Eq. (7.65), and jrec is the recombination current. In general, the latter may be a
complicated function of the quasi-Fermi level of electrons in the bulk, Eb

F,n, and
the quasi-Fermi level of holes at the interface, Es

F,p [59, 60]. Considering, how-



2317.4 The Quasi-Fermi-Level Concept

Figure 7.44 Position of the quasi-Fermi levels in the presence of 0.7mM Cu2+ and 50mM Cu1+

according to data given in Figures 7.41 and 7.43: (a) p-GaAs at the potential UM,1 = +0.26 V
(SCE); (b) n-GaAs at the potential UE = +0.6 V; (c) UE = −0.1 V (after [53]).

ever, the most important processes, namely the diffusion mechanism derived by
Shockley for p–n diodes (see Section 2.3), and the Hall–Shockley–Read recom-
bination (see Section 1.6), a simple calculation shows that the voltage applied
across a solid state device is equal to the difference between the quasi-Fermi lev-
els Eb

F,n and Es
F,p. Then the relation between the recombination current and the

quasi-Fermi levels is given by

jrec = − j0 exp

(
Eb
F,n − Eb

F,p

nkT

)
(7.87)

in which n is the quality factor (see Chapter 2). Eb
F,n is identical to the electrode

potential of the n-type electrode eUE(n). Inserting this condition and Eq. (7.87)
into (7.86), and solving Eq. (7.86) with respect to UE(n), one obtains

UE(n) = UE(p) −
nkT
e

ln
[ jph − jtot

j0
+ 1

]
(7.88)

in which we have assumed that Es
F,p = eUE(p), where UE(p) is the electrode po-

tential of the p-type electrode which exhibits the same jtot. The current–potential
curve for the illuminated n-type electrode has been calculated from the dark cur-
rents measured with the p-electrode. The results are given in Figure 7.45. In the
anodic range where the total current, which is mainly determined by the pho-
tocurrent, is constant, the quasi-Fermi level of holes, Es

F,p, remains pinned (range
A and B). In the range of the photocurrent onset (range C), the difference be-
tween the quasi-Fermi levels Es

F,p and Eb
F,n remains nearly constant. Although Es

F,p
is identical on the surface of n- and p-GaAs, the quasi-Fermi level EF,p may be



232 7 Charge Transfer Processes at the Semiconductor–Liquid Interface

Figure 7.45 Theoretical current–potential
curve of an n-type electrode in the presence
of an oxidized species of a redox system in
the dark. It was calculated from an experi-
mental current–potential curve measured
with the corresponding p electrode (p-GaAs):
solid lines, total current jtot; dashed lines, par-

tial current of anodic decomposition; dot-
ted lines, partial current of reducing an Ox
species (arbitrary units). Insets (A)–(D) show
energy schemes of the n- and p-type elec-
trodes at potentials marked in the j–UE curves
(after [34]).
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different below the surface of n-GaAs due to the excitation profile (see A and C
in Figure 7.45).
Some authors have asserted that the quasi-Fermi-level model requires a thresh-

old with respect to light intensity. This problem was recently discussed for pho-
toconversion systems, such as photoelectrolysis of H2O, by Gregg and Nozik [61]
and by Shreve and Lewis [62]. Since the discussion of the threshold problem has
frequently led to misinterpretations, we want to clarify the situation by consider-
ing a simple charge transfer between an n-type semiconductor and a redox system
as illustrated in Figure 7.46. The system is at equilibrium ( j= 0) if the overvoltage
is zero (η = 0). Here the quasi-Fermi levels of both electrons and holes are equal
to EF,redox (not shown). Assuming that the redox process occurs entirely via the
valence band, only the quasi-Fermi level of holes on the surface, Es

F,p, is of inter-
est. Polarizing the electrode anodically in the dark, a very small anodic current is
found (see the j−η curve in Figure 7.46e). As already mentioned in the previous
section, Es

F,p is practically pinned to EF,redox or is slightly below it (Figure 7.46a),
whereas EF,n differs from EF,redox by Eη. The position of EF,n is not of interest here.
The anodic current is increased upon illumination and Es

F,p is shifted downward,
whereas EF,n remains unchanged (Figure 7.46b). The shift is small at low inten-
sities and large at high intensities. Since the dark position of Es

F,p already occurs
below EF,redox, there is no threshold for the anodic photocurrent with respect to
light intensity. At the cathodic bias, Es

F,p occurs above EF,redox because of the ca-
thodic dark current (Figure 7.46c). Here the difference between EF,n and Es

F,p is of
interest insofar as it determines the recombination current as given by Eq. (7.88).
During illumination an anodic current occurs as shown by the j−η curve. In this
case, Es

F,p moves below EF,redox if the total current becomes positive (Figure 7.46d).
Accordingly, at low intensities, jtot remains negative, that is, the hole injection still
dominates. This is, however, not a real threshold. It must be remembered that the
difference between Es

F,p and EF,redox is the driving force of the reaction, and the rel-
ative position of the two Fermi levels determines the direction of the hole transfer.

7.4.3
Consequences for the Relation between Impedance and IMPS Spectra

The quasi-Fermi-level concept makes it possible to quantitatively relate intensity-
modulated photocurrent spectroscopy (IMPS) and impedance data as follows.
According to Eq. (4.15), the relative quantum yield, φr, obtained by IMPSmea-

surements is given by

φr =
Δ j
Δ jph

(7.89)

(Here we express all currents in current densities.) The recombination current
depends on the position of the quasi-Fermi levels in the semiconductor. There-
fore, instead of Eq. (4.20), the current modulation can also be expressed in terms
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(e)

(d)

(c)

(b)

(a)

Figure 7.46 (a–d) Positions of quasi-Fermi levels at different potentials; (e) current–potential
curve for an n-type semiconductor electrode.

of EF,n and EF,p, as now given by

Δ j = Δ jph −
d jrec
dEF,n

ΔEF,n −
d jrec
dEF,p

ΔEF,p (7.90)
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Figure 7.47 Illustration of intensity-modulated photocurrent spectroscopy (IMPS) in terms of
current–potential curves (see text).

In Figure 7.47, the modulation of photocurrent at an n-type electrode is illus-
trated. The electrode potential corresponds to the quasi-Fermi level of electrons
(majority carriers), EF,n. During themodulation of the light intensity, EF,n remains
constant when potentiostatic conditions are obtained. The photocurrent corre-
sponds to hole transfer via the valence band. The current–potential curve asmea-
sured with the corresponding p-type electrode in the dark (valence band process)
is shown in the same figure. Here the same magnitude of current modulation can
only be obtained by modulating the electrode potential, which means a modu-
lation of the quasi-Fermi level of holes, EF,p (majority carriers in p-type) as also
indicated in Figure 7.47. In the latter case, the potential modulation can be used
for determining the impedance of a p-type sample. The variation of current upon
modulating the light intensity leads to a modulation of jrec at the n-type electrode
and, therefore, of the quasi-Fermi level EF,p because jrec is a function of the differ-
ence of EF,n and EF,p ( j = F(EF,n − EF,p)). Accordingly, we have

jrec = f (EF,n−EF,p) →
(

d jrec
−1/e dEF,n

)
= −

(
d jrec

−1∕e dEF,p

)
= − 1

Rrec
(7.91)

in which jrec is the recombination resistance. The general condition required by
the quasi-Fermi concept is

ΔEF,p

Δ j|n-electrode =
ΔEF,p

Δ j|p-electrode (7.92)

Since in the case of IMPS at an n-electrode, EF,n is constant, Eq. (7.90) reduces
to

Δ j = Δ jph −
d jrec
dEF,p

ΔEF,p (7.93)

In addition, the Faraday impedance at the p-type electrode is given by

ZF,p =
−1∕eΔEF,p

Δ j
=

ΔUE

Δ j
(7.94)

Substituting Eqs. (7.91), (7.93), and (7.94) into Eq. (7.89), one obtains

η−1r = 1 +
ZF,p

Rrec
(7.95)
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Figure 7.48 Illustration of impedance measurements in terms of current–potential curves in
the dark (p-type) and under illumination (n-type); see text.

Figure 7.49 (a) Impedance Z (squares) and
IMPS 1∕𝜙r × 1250 Ω (circles) spectra, at n-
GaAs electrodes under the anodic bias in
the presence of 8mM Cu1+ HCl during illu-
mination; the 1∕𝜙r data were multiplied by
1250 Ω to fit the two curves (see Eq. (7.97)).
(b) Impedance spectra for n- and p-GaAs

electrodes, Zn (squares) and Zp + 1250 Ω
(circles) measured under the same conditions
as above; to fit the two curves 1250 Ω were
added to Zp (see Eq. (7.98)) (after Spitz, Ch.,
Reineke-Koch, R. and Memming, R., unpub-
lished data.).

One can also derive the Faraday impedance, ZF,n, of the illuminated electrode.
Here the electrode potential and consequently EF,n are modulated and Δ jph = 0
(Figure 7.48). Similar to Eq. (7.94), we have then

ZF,n(illum) =
−1∕eΔEF,n

Δ j
(7.96)
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Inserting this equation into Eq. (7.90) and using Eqs. (7.91), (7.94), and (7.95),
one obtains

ZF,n(ill) = Rrecφ−1
r (7.97)

ZF,n(ill) = ZF,p + Rrec (7.98)

Corresponding measurements of spectra of φr, ZF,n(ill) and ZF,p have been per-
formedwith n- and p-type GaAs using the Cu1 + ∕2+ as a redox system (see above).
One example, which proves the model rather well, is given in Figure 7.49a and b.

7.4.4
Quasi-Fermi-Level Positions under High-Level Injections

Tan et al. have studied charge transfer processes at fairly high-ohmic Si-electrodes
(carrier density: 3 × 1013 cm−3) in CH3OH electrolytes [63]. They used thin elec-
trodes, the thickness of which was smaller than the diffusion length. Accordingly,
an excitation led to a smooth concentration of electron–hole pairs whichwas con-
stant throughout the specimen, that is, the quasi-Fermi levels, EF,n and EF,p, were
also constant. The thickness of the sample was also smaller than the theoretical
thickness of the space charge layer, so that the electrical field was very small and
the band bending could be neglected as shown in Figure 7.50b–d. Accordingly,
charge separation in this system had to rely on kinetic differences for the collec-
tion of photogenerated charge carriers.
The specimen is provided with n+ and p+ contacts at the rear of the electrode

as illustrated in Figure 7.50a–d. In the dark, the two quasi-Fermi levels are equal.
The barrier height at the n+ contact is small so that the electron can easily be
transferred across this contact in both directions. In the case of the p+ contact,
however, the barrier height is very large in the dark, that is, it is a rectifying con-
tact and holes can only be transferred from the n-electrode to the p+ contact.
Since no holes are available in the n-electrode, the dark current is negligibly small
(Figure 7.51b). The situation changes completely at the p+ contact under illu-
mination. Since the holes remain at equilibrium at this contact, the quasi-Fermi
level of the minority carriers is constant across the hole specimen, as shown in
Figure 7.50d. Hence, the holes can now travel across the contact in both direc-
tions. The most important point is that any potential measurement at the p+
contact, here Vp+, gives quantitative information about the position of EF,p. The
corresponding current, jp+, as measured with dimethyl ferrocene (Me2Fc0∕1+)
is shown in Figure 7.51b. All potentials are given versus the redox potential,
EF,redox(A∕A−). Under open circuit conditions, the potential at the p+ contact
is nearly zero; EF,p is close to EF,redox(A∕A−). At more positive potentials (i.e.,
when moving EF,p downward), the hole current strongly increases because holes
can be moved from the p+ contact through the illuminated electrode toward the
Si–electrolyte interface. The current saturation at the negative bias under illu-
mination is only due to mass transfer limitation. In the case of the n+ contact, a
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Figure 7.50 (a) Schematic representation of
a high purity Si electrode showing the n+ and
p+ at the rear of the sample. (b) Band diagram
of an Si–liquid junction containing a redox
system (A∕A−) under high level injection (il-
lumination), open circuit conditions; Vn+ and
Vp+ are potentials measured at the n+ and
p+ rear points against the solution potential
(E(A∕A−)∕E). (c) Band diagram of the junction

under potentiostatic control of the n+ contact
points. Electrons are collected from the back
of the sample (n+ region), and the holes are
collected in the solution. Because of the lack
of a significant electric field at the interface to
effect charge separation, electrons can also
react with the solution. (d) Band diagram of
the junction under potentiostatic control of
the p+ contact points (after [63]).



2397.4 The Quasi-Fermi-Level Concept

Figure 7.51 (a) Current vs potential for
patterned n-Si (see Figure 7.50) electrodes
in methanol containing methyl ferrocene
(Me2Fc

0∕+), when the potential was applied
to, and current collected at, the n+ point
contacts: solid line, in the dark; dashed line,
under illumination. (b) The same as (a) when
the potential was applied to, and the current
collected at, the p+ point contacts. (c) The

same as (a) when using another redox system
(Me10Fc

0∕+) which has a redox potential which
is closer to the valence band of Si compared
with the case of Me2Fc

0∕+. The potential was
applied to and the current collected at n+

point contacts. (d) The same as (c) when the
potential was applied to, and the current col-
lected at, p+ point contacts (after [63]).

current–potential curve was measured which was typical for an n-type semicon-
ductor (Figure 7.51a). The photovoltage measured at the n+ contact corresponds
to the difference of EF,n and EF,redox(A∕A−); in the case of ferrocene (Me2Fc),
Uph = 0.55V.
Using a redox system such as Me10Fc which has a more negative standard po-

tential thanMe2Fc, one obtains current–potential curves as given in Figure 7.51c
and d. In this case, the photovoltage is smaller because EF,redox is closer to EF,n
(Uph = 0.37V). On the other hand, a photovoltage (–0.08V) does now also occur
at the p+ contact because EF,p is located below EF,redox (see Figure 7.50b). Using
a redox couple, such as cobaltocene, where its standard potential occurs close to
the conduction band of Si, Uph becomes very small at the n+ contact and large at
the p+ contact. According to these results, the illuminated material behaves like
a p-type semiconductor electrode.
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7.5
Determination of the Reorganization Energy

As already mentioned in Sections 7.3.4 and 7.3.6, the knowledge of the reorga-
nization energy, λ, is important for the quantitative evaluation of charge transfer
processes at semiconductor electrodes. According to Eq. (6.10), it can easily be
calculated from ΔG# values. The latter have frequently been determined from
the measurements of the rate of electron exchange reactions between the oxi-
dized and reduced species of a redox system in homogeneous solutions by isotopic
tracer methods [65], or in some cases by using NMR techniques [66]. Some ΔG#

values have been determined from the measurements of the temperature depen-
dence of the rate constant, while others have been directly calculated from the rate
constants. In the latter case, however, considerable errors can occur because the
transmission factor κ in Eq. (6.11) is not known. Frequently, κ = 1 has simply been
assumed. One example is the Fe(H2O)2+∕3+6 couple. Here a value of ΔG# = 0.7 eV
is found which leads to λ = 2.8 eV [65]. This rather large value is mainly due to
an inner-sphere reorganization (see Section 6.1.2). Much smaller values are ob-
tained with pure outer-sphere redox systems, for instance metallocenes. In the
latter cases, ΔG# values of the order of 0.2–0.26 eV have been reported [66], that
is, values which correspond to λ = 0.7−1 eV. There are other cases, such as
[Fe(CN)6]3−∕4− , where one would also expect an outer-sphere reorganization but
rather high values have been found (ΔG# = 0.55 eV; λ = 2.2 eV) [66]. In this
context, it should also be mentioned that modern theories on electron transfer at
electrodes have shown that the λ values also depend on the distance of the elec-
tron acceptor or donor molecules from the electrode surface [64].
Concerning electrochemical charge transfer reactions at metal electrodes, the

rate constants have been determined from exchange currents from which ΔG#

values have again been calculated assuming κ = 1 (Spitz, Ch., Reineke-Koch, R.
andMemming, R., unpublished data.), that is, the same problemarises as with ho-
mogeneous solutions. As discussed in Section 6.1.2, reorganization energies are
expected for heterogeneous processes which are half of those found for reactions
in homogeneous solutions. In a few cases, this condition seems to be fulfilled,
while in others not. From this point of view, it was a big step forward whenMiller
and co-workers [52] succeeded in measuring kinetically controlled currents with
Au electrodes, the surfaces of which were modified by a monolayer of ω-hydroxy
thiol over a large potential range (see Section 7.3.6). These authors evaluated the
current–potential curves in the following way.
The current is given by the usual equation

j− = ek−cox (7.99)

in which the rate constant is given by

k− = κνT

EF

∫
0

Wox(E)dE (7.100)
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so that the derivative of the rate constant k− with respect to EF or to the overvolt-
age η is

dk−

dEF
= 1

ecox
d j−

dη
= κνTWox(E) (7.101)

in which κ is the transfer coefficient, ν is the frequency factor, T is the probability
for electron tunneling through the thiol monolayer, and Wox is the distribution
function of the density of states for the oxidized species of the redox system, as
given by Eq. (6.35).
According to Eq. (7.101), the distribution function can be obtained just from the

derivative of the current–potential curve without the need for any information on
κνT . Various systems have been investigated. One result was already presented in
Figure 7.39. The reorganization energy can be obtained from the maximum since
here λ = Eηform (the overvoltage with respect to the standard potential). The λ
values derived for various couples are given in Table 7.1. The potential range was
limited to UE = −0.8V (versus Ag/AgCl, saturated KCl) because of the stability
problems of the tunneling layer. Accordingly, a complete distribution function
could only bemeasured with redox couples of a rather positive standard potential
and not an excessively high λ value, for example, Mo(CN)4−∕3−6 (Figure 7.39b) and
W(CN)4−∕3−6 .
Investigations of reorganization energies at semiconductor electrodes have al-

ready been performed in the mid-1970s [14, 27]. In this case, SnO2 electrodes of
relatively high doping were used, so that electrons could tunnel through the space
charge layer as illustrated in Figure 7.52. Examples of the anodic oxidation of Fe2+
and Ce3+ are given in Figure 7.53. According to this figure, the anodic current
corresponding to the oxidation of Fe2+ is nearly independent of the electrode po-
tential for a SnO2 electrode of relatively low doping. Since the energy bands are
fixed on the surface, the electron transfer proceeds in the usual way via the con-
duction band, without any tunneling. Using electrodes of higher carrier densities,
however, the current becomes potential dependent because the space charge layer
is sufficiently thin and tunneling can occur. In this case, the anodic current is given
by

j+c = e
(πkTλ)1∕2

Eb
s

∫
Eb
c

k+c (E)T(E)Nccred dE (7.102)

in which the denominator is a normalization factor; the rate constant is here en-
ergy dependent as given by

k+c = kc,maxWred(E) (7.103)

where the distribution function Wred(E) is given by Eq. (6.36). The probability of
electron tunneling through the space charge layer was obtained from

T(E) = T0 exp
[
−8π
3h

(2m∗)1∕2(Es
c − E)1∕2κ(E)

]
(7.104)
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Figure 7.52 Schematic energy diagram for the interface of a SnO2–redox system: (a) and (b) at
equilibrium; (c) at anodic bias; iso, exchange current; iT tunneling current (after [14]).
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Figure 7.53 Interfacial current vs electrode potential for 0.05M Ce3 + ∕4+ and 0.05M Fe2+ ∕3+

at SnO2 electrodes of different doping densities in 0.5M H2SO4; dots, experimental values;
solid lines, theoretical curves (after [28]).

where (Es
c − E) is the distance between the upper edge of the barrier Es

c (lower
edge of the conduction band) and the kinetic energy E of the tunneling electrons
(see Figure 7.52), and m∗ is the reduced electron mass. Although the potential
distribution across the space charge layer is not linear, the approximation by a tri-
angular profile is adequate because the tunneling probability depends only slightly
on the barrier shape. The length of the tunnel path is z(E), and the relation be-
tween z and E was obtained by integrating the Poisson equation for the case of a
depletion layer as given by

z(E) = 1
e

(2εε0
n0

)1∕2 [(
Es
c − Eb

c
)1∕2 − (

E − Eb
c
)1∕2] (7.105)

Theoretical current–potential curves were determined by using Eqs. (7.102)–
(7.105) as given by the solid curves in Figure 7.53 which gave the best fit with
experimental data. The theoretical curves, calculated for one redox system but
with different dopings were obtained with a single λ value.
The experimental values of the reorganization energy as obtained by various

methods are listed in Table 7.1. Comparing these data, it is obvious that the val-
ues obtained with the modified Au electrodes are considerable larger than those
with SnO2 electrodes. The origin of this deviation is not clear at present. In several
cases, the reorganization energy is very large which is due to the reorganization
of the inner solvation shell. In these cases, the reorganization energy involved in
electron transfer processes at electrodes should be much smaller than those be-
tween molecules in a homogeneous solution. This seems to be fulfilled taking the
λ values determined by measurements at heavily doped SnO2 electrodes. From
the fundamental point of view, electrode reactions with redox systems where only
outer-sphere processes are involved are much more interesting because the nor-
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Table 7.1 Reorganization energies.

Redox system
U0
redox

(V) (SCE)
λ (eV)

Homogeneous
solutions [65]

Modified Au
electrodes [52]

Heavily doped
SnO2 electrodes

Fe2+∕Fe3+ 0.4 H2O 2.8 2.1 1.2
Ce3+∕Ce4+ 1.20 H2O 3.3 2.1 1.75
[Fe(CN)6]4−∕3− 0.26 H2O 2.2 0.99 0.4
[Mo(CN)8]4−∕3− 0.61 H2O 0.9
[W(CN)8]4−∕3− 0.38 H2O 0.87
[Fe(CN)4bipy]2−∕1− 0.38 H2O 0.96
Ru(NH3)2+∕3+ –0.15 H2O 1.3
Quinone∕ 0.44 H2O 0.5
hydroquinone
Ferrocene0∕1+ 0.04 CH3OH 1.0 [66] 0.5

mal and inverted range can be covered. The reorganization energies are then in
the range of 0.4–0.8 eV. For instance, Hamann et al. could explain the electron
transfer between various redox systems such as ruthenium and osmium com-
plexes, and ZnO electrodes by using λ = 0.67 eV [110], a value being close to that
obtained from studies of self-exchangemeasurements in the solution.Marcus de-
rived an equation for determining λ for electron transfer between solid and liquid
on the basis of a continuum model as given by Eq. (6.28) [111, 112]. This model
predicts reasonable λ values for outer-sphere reactions as discussed in detail in
Section 7.3.4.

7.6
Two-step Redox Processes

Two-step redox processes are understood as reactions in which two electrons are
transferred at the electrode until a stable state of the redox system is reached. This
occurs mainly in the oxidation and reduction of organic molecules, and also in the
reduction of H2O2, S2O2−

8 , and O2. Frequently, it has been observed that the two
reaction steps occur via different energy bands. In the first step, usually a very re-
active radical is formed. This can be checked by current–potential measurements
as shown for the cathodic reduction of H2O2 at n- and p-GaP in Figure 7.54. Ac-
cording to this figure, the cathodic photocurrent at the p-GaP electrode is doubled
in the saturation range upon the addition of a sufficiently high concentration of
H2O2 [67]. Since in this range the photocurrent is only limited by the light inten-
sity, the current doublingmeans that one of the two electronsmust be transferred
without excitation. Accordingly, the first step requires that an electron is excited
by light into the conduction band, leading to the formation of an OH− radical. In
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Figure 7.54 Current vs electrode potential (normal hydrogen electrode (NHE)) for a p-type
GaP electrode in H2SO4 in the presence of (NH4)2S2O8 (redox system): (a) in the dark and (b)
under illumination (after [67]).

Figure 7.55 Energy diagram for the interface of semiconductor–H2O2 (or S2O
2−
8 ).

the second step, an electron is transferred from the valence band to the OH− rad-
ical, a process which takes place without any light excitation. The total reaction is
summarized [18, 67] by

H2O2 + e− → OH∙ → OH− (7.106a)

OH∙ → OH− + h+ (7.106b)

At n-type electrodes, the complete reaction already occurs in the dark because
sufficient electrons are available in the conduction band. In the latter case, the par-
ticipation of the valence band has been proved by luminescence measurements.
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Since in the second reaction step, electrons are transferred from the valence band
to the OH radicals, holes are injected into the valence band of the n-type elec-
trode which finally recombine with the electrons (majority carriers). In the case
of n-GaP, this recombination is a light-emitting process, as has been found experi-
mentally. The same result has been obtained for S2O2−

8 [67] and for quinones [68].
Since the reduction of H2O2 consists of two consecutive steps, it is reasonable to
describe its redox properties by two standard potentials, given by

E1 = eU1 = eU0
1 + kT ln

( CH2O2

COH∙COH−

)
(7.107a)

E2 = eU2 = eU0
2 + kT ln

( COH∙

COH−

)
(7.107b)

in whichU0
1 andU

0
2 are the standard potentials of each step, whereas the standard

potential U0
redox of the whole system is an average value given by

E0
F,redox = eU0

redox =
eU0

1 + eU0
2

2
(7.108)

At equilibrium, the concentration of OH∙ radicals is very low, that is,

E = E1 = E2 = EF,redox (7.109)

so that according to Eq. (7.107)

E0
1 − E0

2 = e(U0
1 − U0

2 ) = kT ln
( COH∙

COH−

)
(7.110)

The OH radical concentration is known to be extremely small at equilibrium,
so that E0

2 ≫ E0
1. From this follows that the energy levels of the half-system

H2O2/OH∙ occur at much higher energies than those of OH∙/OH−. Denoting the
density of the occupied and empty states in the first system by D1,red and D1,ox
(corresponding to the concentrations of OH∙ andH2O2) and in the second system
by D2,red and D2,ox (OH∙ and OH−), an energy scheme can be postulated as pre-
sented in Figure 7.55. In Figure 7.55a, the standard potentials, E0

1, E
0
2, and E0

F,redox,
of the redox systemand the band edges ofGaP versus density are given, whereas in
Figure 7.55b the corresponding distributions of energy states of the redox system
are illustrated using the Gerischer model. The concentration of the intermediate
states, OH, should be very low so that the densitiesD1,red and D2,ox are very small.
Since the actual redox potentials of the subsystems, E1 and E2, occur at energies
where D1,red = D1,ox and D2,red = D2,ox , respectively, E1 and E2 are very close to
EF,redox which is in agreement with the Nernst law.
It should be emphasized that the description of such a redox system by two

standard potentials is of general importance. The application of semiconductor
electrodes, however, offers the possibility of proving the resulting two-step pro-
cess. Since the reorganization energies are not known, values of the two formal
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Table 7.2 Standard potentials of two-step redox systems (SCE).

Redox system E0
redox

(eV) E0
1
(eV) E0

2
(eV)

H2O2 1.77 ≤ 0.6 ≥ 2.9
S2O2−

8 2.0 ≤ 0.6 ≥ 3.4
Quinone 0.6 ≤ 0.4 ≥ 1.3

potentials could only be estimated by comparing with other redox systems. Some
standard potentials are given in Table 7.2. According to these values, the stan-
dard potentials differ considerably. Since the current-doubling effect was mainly
observed at high pH values, E1 and E2 must be pH-dependent.
These results also led to consequences concerning the electron transfer be-

tween these redox systems and metal electrodes. Since in a metal only the energy
levels below the Fermi level are occupied, a rather small overlap between these
levels and the occupied levels D1,ox in the redox system is expected at potentials
corresponding to E0

redox. Hence, the exchange current should be relatively small
(comparedwith that foundwithGaP). The rather large overpotential found for the
cathodic reduction of H2O2 at metal electrodes supports this assumption [1, 14].
Current doubling has not only been observed for the reduction of H2O2 and

S2O2−
8 but also for the cathodic reduction of O2 at p-GaP in acid solutions [69].

The latter result is of interest insofar as the current doubling has been found to be
intensity dependent. The authors investigated the quantum efficiency, φ, over a
large range of photon flux (four orders of magnitude) and found that φ decreased
above a certain photon flux from 2 down to 1. The mechanism was quantitatively
analyzed on the basis of the following kinetic scheme:

O2 +H + e− → HO∙
2 (7.111a)

HO∙
2 +H+ → H2O2 + h+ (7.111b)

HO∙
2 +H+ + e− → H2O2 (7.111c)

At low intensities, holes are injected from the HO∙
2 intermediate (Eq. (7.111b)).

At higher intensities, the concentration of electrons in the conduction band be-
comes very large and the HO∙

2 radical is reduced via a conduction band process
(Eq. (7.111c)).
A further interesting example from the fundamental point of view is the reac-

tion of quinones, since simple quinones such as benzoquinone and duroquinones
are reversible redox systems. Vetter has systematically analyzed the electrochem-
ical reactions of quinones at Pt electrodes and postulated that two electrons are
transferred in two consecutive steps [70].Moreover, photochemical investigations
with duroquinone have shown that an intermediate semiquinone exists [71]. Since
the exchange currents at a Pt electrode were found to be relatively large [70], the
difference in the two formal potentials is expected to bemuch smaller than that for
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Figure 7.56 The pH-dependence of the cathodic photocurrent at p-GaP for benzoquinone
and duroquinone (current doubling) (after [68]).

H2O2 and S2O2−
8 . According to photoelectrochemical investigations with various

p-type semiconductor electrodes, such as Ge, Si, and GaP, a current-doubling ef-
fect was found as described above [68]. The system could be analyzed somewhat
quantitatively because the reorganization energy was also determined (see Ta-
ble 7.1). The corresponding standard potentials, E0

1 and E0
2 are given in Table 7.2.

In the case of quinones, however, the current doubling depends strongly on pH,
that is, it occurs only at low pH values (Figure 7.56). As already outlined above,
only the protonation of the intermediate (semiquinone) is of interest here. There
are two possibilities, a single (QH∙) and a doubly protonated form (QH∙ +

2 ). Com-
paring the pK values from Figure 7.56 with those derived from photochemical
data, it was concluded that only the latter were reduced by a charge transfer via
the valence band. The complete reaction scheme [68] is given by

Q +H+ + e− → QH∙ (7.112a)

QH∙ +H+ → QH∙ +
2 (7.112b)

QH∙ +
2 → QH2 + h+ (7.112c)

Two-step reduction processes and the corresponding current-doubling effects
have also been found with Br2 [72], ClO− [73], and BrO−

3 [72] at p-GaAs.
An analogous description can be given for the oxidation of various organic com-

pounds. It is clear that an anodic photocurrent and its doubling can only be ob-
served with n-type electrodes. For instance, Morrison and co-workers [15, 74, 75]
have studied the oxidation of formic acid at n-ZnO electrodes and found a cur-
rent doubling upon the addition of HCOOH. The basic photocurrentwithout any
HCOOH was here due to the dissolution of ZnO. Morrison was actually the first
to realize the importance of the current-doubling effect. He interpreted this result
in terms of the reaction

HCOO− +H+ → HCOO∙ (7.113)
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Figure 7.57 Reaction mechanism of ethanol oxidation at illuminated TiO2 in the presence of
O2 (after [78]).

HCOO∙ → CO2H+ + e− (7.114)

In this case, a hole created by light excitation is transferred in the first step where
an electron is injected into the conduction band in the second step. Similar obser-
vations have been made for the oxidation of alcohols [19] at CdS [76], ZnO [77],
and TiO2 electrodes [78]. The latter case is illustrated in Figure 7.57. This exam-
ple is of special interest because the current doubling decreases if O2 is flushed
through the solution. This has been explained by a reaction of O2 with the ethyl
radical formed in the first electrode process, leading to a radical chain reaction
(Figure 7.57) [78]. This kind of reaction plays an important role in reactions at
semiconductor particles (Chapter 9).

7.7
Photoluminescence and Electroluminescence

Luminescence can be generated in a semiconductor electrode either (a) by excit-
ing an electron from the valence band to the conduction band by light absorp-
tion, or (b) via injection of minority carriers in an electrochemical process. In
general, it has been observed with solid state devices that the luminescence orig-
inates from a radiative transition in the bulk. In the case of semiconductors with
a direct bandgap, for example, GaAs, InP, and CdS (see Appendix A.4), the lu-
minescence corresponds mostly to a band–band transition. In indirect bandgap
materials (GaP, Si), essentially a recombination via special centers is involved. The
latter process leads to an extrinsic emission spectrum and the quantum efficien-
cies are rather low. In the case of semiconductor–liquid junctions, there can be
considerable competition by radiationless recombination via surface states as also
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Figure 7.58 (a) Excitation of electron hole pairs and minority carrier transfer. (b) Injection of
minority carriers from the solution and recombination processes.

indicated in Figure 7.58. In addition, a charge transfer across the interface can af-
fect the luminescence intensity. Since the types of physical information which can
be obtained from photo- and electroluminescence are somewhat different, both
types will treated separately.

7.7.1
Kinetic Studies by Photoluminescence Measurement

As mentioned above, the luminescence created by light excitation depends
strongly on the interface parameters. This offers the possibility of determining
kinetic parameters of the charge transfer by using stationary or pulse excita-
tion methods. These effects become very pronounced if the semiconductor is
illuminated through the solution by light which is highly absorbed so that the
penetration length in the electrode is very small. This can be accomplished by
using short-wavelengthmonochromatic light for excitation. Concerning lumines-
cence quenching, it is clear that this decreases to a very low level if the minority
carriers are transferred across the interface to some acceptor in the solution. Ac-
cordingly, one might expect at first sight that a high intensity would already be
reached at the flatband potential. However, several systems have been studied,
but this prediction has been fulfilled with none of them. In all cases, the lumines-
cence was still low, and a strong increase was only observed in the accumulation
region, as illustrated in Figure 7.59 for an n-CdS electrode in a sulfide/polysulfide
electrolyte [79]. This is one of the most reliable results because any sulfur formed
during the anodic polarization is dissolved by the polysulfide [80]. Hysteresis
effects occurred in many other systems which made a quantitative analysis rather
obscure. In addition, in the case of the CdS∕(S2−∕S2−n ) system, the flatband po-
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Figure 7.59 Photoluminescence and photocurrent at CdS in sulfide (1M)/polysulfide (0.3M)
electrolyte (0.1M NaOH); excitation wavelength, 474nm (after [81]).

tential also remained pinned during illumination [80]. Chmiel et al. [79] analyzed
their data as follows.
Theoretically, the luminescence intensity is proportional to the rate of electron–

hole recombination, that is, I∞n(z)p(z). In the simplest case, it is assumed that
the majority carrier density is not substantially changed upon illumination. Then
the luminescence intensity is given by

Ipl =
φpl

τ

∞

∫
0

p(z)dz (7.115)

in which φpl is the quantum yield of radiative transition, τ is the lifetime, and p(z)
is the hole profile which can be derived by integrating the continuity equation
(Eq. (7.62)) using the boundary conditions

ps = D grad p|z=0 (7.116)

One obtains then

p(z) =
αI0τ

1 − α2L2
p
[exp(−αz)] −

αLp + s
1 + s

exp
(

z
Lp

)
(7.117)
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where s is the sum of the surface recombination velocity (sr) and the velocity (not
the rate constant) of the hole transfer (st); both quantities are in units of cm s−1.
The integration leads to

Ipl = φpl
I0

1 − α2L2
p

[
1 − αLp

αLp + (st − sr)Lp∕D
1 + (st − sr)Lp∕D

]
(7.118)

in which α is the absorption coefficient and Lp is the diffusion length of holes.
This equation is similar to that derived in [81]. The velocity of the hole transfer,
st, is proportional to the photocurrent; it is zero at the flatband potential and rises
during anodic polarization. The surface recombination velocity, sr, is also poten-
tial dependent because the recombination depends not only on the minority but
also on themajority carrier density (see Section 1.6), and the latter varies with po-
larization. Accordingly, s should become zero at larger anodic potentials, whereas
a maximum is expected around Ufb. Large values of sr are expected for a high
density of surface states. If sr is large around Ufb and since st rises during anodic
polarization, their sum, sr + st, can remain constant when the electrode potential
is varied from Ufb toward the anodic potential. With respect to Eq. (7.118), s is
large if (sr + st) ≫ D∕Lp. Equation (7.118) then simplifies to

Ipl,lim = φpl
I0

I + αLp
= Ipl,fb (7.119)

This is an equationwhich does not contain any further potential-dependent quan-
tities. It has to be remembered, however, that the luminescence originates from a
radiative transition in the bulk, and it has been assumed in this derivation that no
recombination occurs within the space charge region, because all minority car-
riers reaching the space charge region are moved toward the surface where they
either recombine or are transferred across the interface. On the other hand, the
thickness of the space charge region is given by (see Eq. (5.31))

dsc =
(2εε0Δφsc

eND

)1∕2

(7.120)

It increases with the square root of the potential across the space charge region,
φsc . Accordingly, the minimum luminescence should further decrease with in-
creasing anodic potentials. This effect can be quantified by performing the in-
tegration in Eq. (7.115) under the condition that s ≫ D∕L within the range of
dsc ≥ z ≥ ∞ (instead of 0 ≥ z ≥ ∞). Instead of Eq. (7.119), we obtain then

Ipl,lim = φpl
I0

I + αLp
exp(−αdsc) = Ipl exp(−αdsc) (7.121)

Accordingly, Eq. (7.119) is the luminescence at Ufb (dsc = 0). Chmiel et al. ana-
lyzed their photoluminescence data on the basis of this model [79]. For instance
in the case of the data presented in Figure 7.59, a plot of {ln(Ipl,fb∕Ipl)}2 versus φsc
yielded a straight line as expected according to Eqs. (7.121) and (7.120). The same
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results have been found with various other systems which prove the dead layer
model in the range of the depletion layer. There is a remarkably steep growth of
the luminescence in the accumulation region beyondUfb (Figure 7.59). This result
has been interpreted as a decrease of sr caused by a decrease of the hole density
on the surface [79]. The luminescence should finally saturate at higher cathodic
polarization. Unfortunately, H2 evolution occurred in that range which made any
further measurements impossible.
More recently time-resolved techniques have been applied for studying photo-

carrier dynamics at the semiconductor–liquid interface. One of the main moti-
vations is that such studies can lead to an estimation of the rate at which photo-
induced charge carriers can be transferred from the semiconductor to a redox ac-
ceptor in the solution. This method is of great interest because rate constants for
the transfer of photocarriers cannot be obtained fromcurrent–potential curves as
in the case of majority carrier transfer (Section 7.3.5). The main aim is a detailed
understanding of the carrier dynamics in the presence of surface states. The differ-
ent recombination and transfer processes can be quantitatively analyzed by time-
resolved photoluminescence emitted from the semiconductor following excita-
tion by a picosecond laser pulse. Two examples are shown in Figure 7.60 [82, 83].
The figure shows how the luminescence decay observed with a p-GaAs elec-

trode varies upon the addition of an electron acceptor such as cobaltocene
(CoCp+2 ) and ferrocene (FeCp+2 ). The GaAs surface was passivated in order to
keep the surface recombination low. The evaluation of such a decay curve is not
easy. In principle, the continuity equation (Eq. (7.62)) must be solved again, this
time under conditions of short pulse illumination; the resulting minority carrier

Figure 7.60 Photoluminescence decay
characteristics for p-GaAs passivated with
Na2S measured under the following condi-
tions: (curve a) in air, (curve b) in acetonitrile,

and (curve c) upon addition of 1mM cobal-
tocenium as an electron acceptor. Curve d
shows the same as curve c but with 1mM fer-
rocinium as an electron acceptor (after [82]).
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density p(z,t) is inserted into Eq. (7.115), and the intensity I(t) is finally obtained
after the integration of the latter equation. However,
Equation (7.62) is only valid for small changes in majority carrier densities, that

is, Δp ≪ p0. Since in most cases, fairly intense laser pulses were used, a more
complex equation must be used which finally leads to quadratic concentration
terms in Eq. (7.115). The exact procedure for the evaluation cannot be given here
and the reader is referred to the literature [84]. The evaluation of the present ex-
ample yielded st values from which a second-order rate constant ket was calcu-
lated according to the relation

st = ketcA (7.122)

in which cA is the concentration of the electron acceptor. The calculation of
ket gave a value of 2 × 10−12 cm4 s−1 which is a high value similar to that de-
termined from majority carrier (electron) processes at n-GaAs electrodes (see
Section 7.3.4).
It is clear that the surface recombination velocity sr can also be determined by

photoluminescence decay measurements. One nice example (n-InP) is given in
Figure 7.61. InP is a semiconductor which exhibits in contact with H2O a rather
low-surface recombination (sr < 500 cm s−1, curve a). After the electrode had
been dipped into a solution of CuSO4, Rosenwaks et al. found a considerably
steeper decay (curves b–d) [83]. An excellent agreement between the theoreti-
cal and experimental curves was obtained. Values of up to sr = 3.5 × 104 cm s−1
were reported for the surface recombination velocity. The same authors showed

Figure 7.61 Experimental (dotted curves)
and calculated (solid curves) photolumi-
nescence decay curves for n-InP: (curve a)
immersed in distilled H2O, surface recom-
bination velocity (SRV) < 500 cm s−1;
(curve b) immersed in 5 × 10−7 M CuSO4

solution, SRV = 2 × 103 cm s−1; (curve
c) immersed in 5 × 10−6 M CuSO4 solu-
tion, SRV = 2 × 104 cm s−1; (curve d)
immersed in 5 × 10−5 M CuSO4 solution,
SRV = 3.5 × 104 cm s−1 (after [83]).
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by capacity measurements that an additional capacity due to surface states occurs
simultaneously, as already discussed in Section 5.2.4.

7.7.2
Electroluminescence Induced by Minority Carrier Injection

In solid state devices such as p–n junctions, luminescence is created by forward
polarization in the dark. In such a minority carrier device, electrons move across
the p–n interface into the p-type and holes into the n-type regions, where they
recombine with the corresponding majority carriers. As already pointed out in
Section 2.3, this kind of luminescence has not been found with semiconductor–
metal junctions (Schottky junctions), as nobody has succeeded in producing a
minority carrier device because of Fermi-level pinning. Since the latter problem
usually does not occur with semiconductor–liquid systems, it is fairly easy to form
a junction at which minority carriers are injected into the semiconductor.
Electroluminescence was first observed with n-GaP electrodes using hole

donors such as [Fe(CN)6]3− in alkaline and acid solutions [109]. In these two
cases, the corresponding standard potentials occur at or even below the valence
band edge. In the case of [Fe(CN)6]3−, no luminescence was found in acid so-
lutions, although the current–potential curve indicates that the redox species is
reduced. The differences between alkaline and acid solutions can be explained by
the pH-dependence of the position of the energy bands at the surface, as shown
in Figure 7.62. Since Ev is far below E0

F,redox at pH 1 no charge transfer between the
redox couple and the valence band is possible anymore, and the cathodic current
is only due to an electron transfer via the conduction band. Similar results were
obtained with S2O−2

8 as a redox couple [109].

Figure 7.62 Position of energy bands of GaP at the interface and of the standard redox poten-
tial of [Fe(CN)6]4−∕3− at pH 14 and 1.
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Figure 7.63 Disk voltammograms and luminescence intensity vs potential of an n-GaAs (ring
disk electrode (RDE)) in the presence of 10−2 M Ce4+ at pH 1 at two different rotation velocities:
9 Hz (dashed) and 25Hz (solid lines); scan rate: 10mV s−1 (after [85]).

Meanwhile electroluminescence has been observed with several other semi-
conductors such as GaAs and InP [114]. Various authors have also studied the
potential dependence of the emission in more detail. One example is the hole in-
jection from Ce4+ ions into n-GaAs (Figure 7.63) [85]. The emission sets in at the
same potential where the interfacial current also occurs. The current becomes
diffusion limited with increasing cathodic potentials. The emission shows, how-
ever, a peak around –0.5 V. If the potential scan was reversed at the peak, then the
emission curve could be retraced. As the potential was scanned to more negative
potentials, the luminescence at first decreased, and then increased again. In the
reverse scan, the signals weremuch lower. These hysteresis effects, which are also
found with other systems, indicate that the potential dependence of the lumines-
cence is not only controlled by hole injection but also by some complex surface
properties which are not yet understood.
The experimental results presented in Figure 7.63 are also interesting from an-

other point of view. They were obtained using a rotating ring–disk electrode as-
sembly (RRDE technique, see Section 4.2.3) using an n-GaAs disk and a Pt ring.
The ring potential is set to a value such that Ce3+ ions produced at the disk are



2577.7 Photoluminescence and Electroluminescence

Figure 7.64 Electron injection into the conduction band of p-InP and recombination
(after [86]).

oxidized back to Ce4+ . The corresponding anodic ring current is then a measure
of the reduction of Ce4+ at the GaAs disk. An anodic ring current occurs not only
at rather negative potentials but also in the range where the disk current is zero.
Accordingly, the reduction of Ce4+ and also hole injection occurs in the anodic
range. At potentials above 0.4V, however, the injected holes do not diffuse into
the bulk (no disk current, no emission) but they are immediately used for the an-
odic dissolution reaction.
So far, we have described the emission due to hole injection into an n-type

semiconductor electrode. The question arises concerning whether the counter-
part, that is, the injection of electrons into p-type electrodes, can also be realized.
The only example reported in the literature is the oxidation of [Cr(CN)6]4− at p-
InP electrodes [86]. This is a redox couple with a very negative standard potential
(U0 = −1.4V (SCE)) with which electron injection into the conduction band of p-
InP was possible (Figure 7.64). Corresponding emission was observed. The same
type of experiments with p-GaAs did not lead to any emission because the energy
bands of GaAs are higher than those of InP.
These are very good examples from the fundamental point of viewwhich could

never be realized with pure solid state devices. In addition, it should be empha-
sized that electroluminescence is a very useful in situ tool for the detection of mi-
nority carrier injection. In principle, the same type of information can be obtained
by using the thin slice method (see Section 4.3). However, the latter technique is
much more difficult to realize in practice. One example which shows very nicely
the possibilities of the electroluminescence method is the investigation of the an-
odic decomposition of p-InP. In this case, luminescence has been observed upon
the anodic polarization of this electrode in solutions free from any redox system.
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Since the emission yield (intensity divided by the interfacial current) remained
constant, it was concluded that some of the decomposition steps occur via the
conduction band [87]. Further details will be discussed in Chapter 8.
A special case is the luminescence from silicon electrodes. Bulk silicon which

has an indirect bandgap (Eg = 1.1 eV) shows only very weak photoluminescence
in the near-infrared. After anodic etching in the HF solution by which porous sili-
con is formed (see Section 8.1.3), a broad and strong emission band was observed
in the visible spectral range. Various explanations for the visible emission have
been proposed [115]. The most widely accepted is that in which the light is gen-
erated in nanometer-sized crystallites within the porous silicon layer [114]. Due
to the local confinement of the charge carriers within these small silicon particles
the effective bandgap is widened, while the ratio of radiative-to-nonradiative re-
combination is enhanced considerably (compare with Chapter 9). The large-size
distribution of the crystallites within the porous silicon structure accounts for the
broad photoluminescence spectrum, that is, particles of different sizes emit at dif-
ferent wavelengths. Considerable attention has been devoted to the electrolumi-
nescence from n-type porous Si in aqueous solutions containing strong oxidizing
agents which are able to inject holes into the very low lying valence band of the Si
particles. This leads to light emission by the recombination of the injected holes
with electrons when the electrode is cathodically polarized. The most efficient
emission has been found with S2O2−

8 ions as an oxidizing agent. Various mecha-
nisms of the visible light emission are discussed in detail in [114].

7.8
Hot Carrier Processes

In all light-induced reactions, the photon energy required for excitation corre-
sponds to the bandgap of the semiconductor. Photogenerated electrons and holes
created by photons with energies higher than the bandgap create charge carriers
with excess kinetic energy; these carriers are termed hot carriers. The hot carri-
ers can dissipate their excess kinetic energy and cool to the lattice temperature
through electron–phonon interactions; after complete relaxation, all the carriers
are near their respective band edges. In general, because holes have greater effec-
tive masses than electrons, hot holes cool much faster than hot electrons, and the
consideration of hot carrier effects can, thus, be restricted to electrons [20]. For
bulk semiconductors, the relaxation takes about 2–10ps, as determined for GaAs
by photoluminescence decay measurements for moderate light intensities [88].
For quantized semiconductors (see Chapter 9), it was predicted [89, 90] and sub-
sequently verified [88] that the electron cooling rate can be substantially reduced;
characteristic values are 50–500ps, which also depend on the light intensity [88].
Hot carrier charge transfer processes are important in solid state devices [51].

One fundamental question concerns whether these hot carriers can be trans-
ferred across the semiconductor–liquid junction before they completely relax to
the band edge [91]. This problem is not only of interest from a fundamental point
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Figure 7.65 Concept of generation and transfer of hot electrons at a p-type electrode
(after [93]).

of view but it has also some significance in the field of solar energy conversion [92].
Namely, if hot carriers can be transferred before they relax, then much higher ef-
ficiencies for the conversion of solar radiation into chemical or electrical free en-
ergymay be attained. Hot carrier processes can occurwhen the relaxation process
is slow compared with the time required for the photogenerated charge carrier to
traverse the space charge layer and be injected into the redox system. Figure 7.65
illustrates two different possible hot carrier processes for an p-type semiconduc-
tor electrode [93]. In type I, electrons are fully relaxed at the bottom of the con-
duction band while still in the bulk, but they are then driven across the depletion
layer at an energy corresponding to the edge of the conduction band without fur-
ther relaxation. In the type II process, hot carriers are never fully thermalized and
are injected into the solution with energies greater than the conduction band in
the bulk. Taking InP as an example, the traverse time τsc required for an electron
to pass through the space charge can be estimated from the equation given by

τsc =
dsc

vsc
(7.123)

in which vsc is the maximum drift velocity across the space charge layer and dsc
is the thickness of the space charge layer as given by Eq. (5.31). In the case of a
doping density of 2 × 1018 cm−3, one obtains dsc ≈ 200Å. With vsc = 107 cm s−1,
the traverse time across the space charge layer is then, according to Eq. (7.123),
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τsc ≤ 1 ps, that is, the hot electrons can pass across the space charge layer without
any relaxation. This has been experimentally confirmed by Min and Miller [94].
The first experiments were reported byNozik and co-workers, for p-GaP and p-

InP liquid junctions [95, 96]. In particular, InP was a good candidate because of its
high electron mobility. The authors used p-nitrobenzonitrile (U0

redox = −0.86V
(SCE)) as an electron acceptor, because the standard potential of this redox cou-
ple occurs 0.44 eV above the conduction band as determined by Mott–Schottky
measurements. Photocurrent–potential curves in blank solutions were compared
with those of solutions containing nitrobenzonitrile. The observation of increased
cathodic photocurrent was reported as evidence for hot electron transfer.
The topic of hot carrier transfer remained controversial for many years. One

reason was that it is difficult to find suitable redox systems with which such a pro-
cess can convincingly be proved. In recent years, Koval et al.have performed some
very careful experiments [96]. These authors investigated corresponding cathodic
reduction reactions at p-InP electrodes of different dopings (p0 = 2 × 1018 and
2 × 1015 cm−3). As outlined above, a hot electron transfer should not be possible
at a low doped electrode because τsc will be far too large. In one case, Koval et al.
studied the electron transfer from p-InP to copper (trans-diene) complex during
illumination [96]. This compound is reduced according to the following reactions:

Cu(II)(trans-diene)2+ + e− ⇔ Cu(I)(trans-diene) (7.124)

The reversible wave occurs at –0.97V, that is, slightly below the conduction band
of InP. The Cu(I) complex is further reduced to Cu metal:

Cu(I)(trans-diene)1+ + e− ⇔ Cu(0) + trans-diene (7.125)

at –2.3V at glassy carbon, and at –2.2V at n-InP. A photocurrent was found at
potentials negative of –0.5V for low-doped p-InP. Interestingly, these authors
found Cu(0) after illumination only with high-doped, but not with low-doped
electrodes, the Cu metal being analyzed by an anodic stripping technique. This is
an excellent proof for hot carrier ejection, indicating that an electron transfer is
possible without thermalization when the depletion layer is sufficiently thin.
Another type of hot electron transfer is illustrated in Figure 7.66. When a Pt

electrode is polarized cathodically, then electrons can be transferred to an Ox
species of an organic redox system, such as thioanthrene (TH+/TH) in acetonitrile
(case B in Figure 7.66). Using a metal electrode covered by a thin oxide film (here
Ta2O5 on Ta), electrons can also be transferred to the organic acceptor molecule
in the solution at a sufficiently high cathodic bias (case A). This process was found
to be accompanied by electrogenerated chemiluminescence [97]. The complete
reaction was interpreted as tunneling of electrons from the Ta substrate through
the Ta2O5 film (thickness about 20Å) into the conduction band of Ta2O5 (Eg >
3.2 eV) near the surface, from where the electrons are transferred into the empty
upper level of the molecule, as indicated in case A of Figure 7.66, leading to the
formation of an excited molecule:

TH+ + e− → TH∗ (7.126)
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Figure 7.66 Electron transfer processes from an electrode to the oxidized species TH+ in solu-
tion at: (a) Ta/Ta2O5, (b) Pt, and (c) Ta/Ta2O5/Pt electrodes (after [98]).

The luminescence is due to the recombination of the excited molecule TH* to
its ground state. The fundamentals of these processes are given in Chapter 10.
At Pt electrodes, the formation of an excited state is not possible, because the

electron transfer occurs around the Fermi level which occurs close to the redox
potential of themolecule in its ground state (case B). Interestingly, the electrogen-
erated luminescence intensity was enhanced by a factor of ∼ 5 by the deposition
of a thin (< 400Å) Pt film on the Ta/Ta2O5 electrode (case C). Obviously, the
electrons injected from the conduction band of the Ta2O5 layer into the Pt film
are transferred to the TH+ molecules at a very high energy. Since these electrons
kept their energy, this effect has been interpreted as hot electrons within the Pt
film [98].
The question still arises, however, concerningwhich rate constant is expected in

order to fulfill the condition that the hot electron is transferred before it relaxes
at the bottom of the conduction band. In this context, it should be mentioned
that there may be quantization effects at the surface of highly doped III–V semi-
conductors because of the small space charge width (100Å); the relaxation time
may be longer on the surface compared with the bulk. Assuming this effect to be
small, the relaxation time is of the order of 10 ps (see above). Then hot electron
transfer can only occur if the time of the electron transfer from the semiconduc-
tor surface to an acceptor in the solution is comparable with this relaxation time.
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About 10%of the excited carriers will be transferred as hot electrons if the transfer
time is 100 ps. The rate at which electron transfer occurs is highly controversial
at present, and is a critical issue with regard to the probability of hot electron
transfer. As already outlined in Section 7.3.4, maximum ket values extend over
a relatively large range. According to calculations by Smith (Smith, B.B., private
communication), theoretically, ket values as high as 10−14−10−13 cm4 s−1 for non-
adsorbed acceptors can be expected, and in the case of adsorbed redox systems
such as Co(Cp)1+∕02 at GaAs electrodes, values such as k−c ≈ 10−7 cm3 s−1, corre-
sponding to ket = 10−14 cm4 s−1, have been determined experimentally [32]. In
this case, a transfer velocity of set = 5 × 106 cm s−1 was derived. It is still an open
question as to what this velocity really means, and a conversion into a transfer
time is not trivial. In a simple approach, set may be assumed to be the average ve-
locity at which electrons are drawn from the electron pool in the semiconductor
and placed on the acceptor. Assuming further that the electron pool is distributed
over about 100Å, the transfer time would be 1.6 ps (Nozik, A.J., private commu-
nication). This is very competitive with the relaxation time of hot electrons.

7.9
Catalysis of Electrode Reactions

Around 1975, investigations of photoelectrochemical reactions at semiconductor
electrodes were begun in many research groups with respect to their application
in solar energy conversion systems (for details see Chapter 11). In this context,
various scientists have also studied the problem of catalyzing redox reactions,
for instance, in order to reduce surface recombination and corrosion processes.
Mostly noblemetals, such as Pt, Pd, Ru, and Rh, ormetal oxides (RuO2) have been
deposited as possible catalysts on the semiconductor surface. This technique has
been particularly applied in the case of suspensions or colloidal solutions of semi-
conductor particles [99]. However, it is rather difficult to prove a real catalytic
property, because the deposition of a metal layer leads usually to the formation
of a rectifying Schottky junction at the metal–semiconductor interface (compare
with Chapter 2), as will be discussed in the following in more detail. Accordingly,
the properties of a semiconductor electrode with a surface which is modified by
a metal, and the nature of any possible catalytic action, can only be studied with
extended electrodes.However, only a few research groups have really investigated
the consequences of the surface modification on reaction routes and rates. In the
following, only papers which gave some fundamental insight into these problems
are mentioned.
One of the first results was reported by Heller [100] who studied the photo-

electrochemical properties of single crystalline n-GaAs electrodes in alkaline so-
lutions of the redox system Se2−∕Se2−n . He showed that the short circuit versus
photovoltage dependence (power plot, see also Chapter 11) became steeper and
more rectangular after the electrode had been dipped in a solution of RuCl3 be-
fore it was used in the cell. Heller interpreted this result as a reduction of surface
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Figure 7.67 Oxidation of a redox system and anodic corrosion by hole transfer at an n-type
electrode during light excitation.

recombination. It was assumed that the original surface states located around the
midgap are shifted toward the energy bands due to a strong interaction between
the depositedRu and theGaAs surface. Near the edge of the energy bands, surface
states are no longer effective. According to this model, the hole transfer becomes
more effective in comparison with surface recombination. The competition be-
tween recombination and hole transfer is illustrated in Figure 7.67. This process
was further investigated by Tan et al. [101]. These authors essentially confirmed
Heller’s experimental result. They alsomade clear that there is not only hole trans-
fer from the valence band to the redox system but also hole consumption on the
surface due to the anodic decomposition (Figure 7.67). A chemical analysis of the
products formed during anodic polarization showed that the rate of the oxida-
tion of the redox system (kox) was increased with respect to that of the corrosion
(kcorr) upon the surface modification by Ru. This result implies that Ru catalyzes
the hole transfer from GaAs to Se2−.
Photocurrents due to the electrochemical reduction and oxidation of H2O (H2

and O2 formation) usually occur at considerable overvoltages. Since this is an im-
portant problem for the solar production of a chemical fuel, many researchers
have tried to reduce the overvoltage by using a catalyst. In this case, it has to be
realized again that the deposition of a metal monolayer on a semiconductor sur-
face leads to the formation of a Schottky junction (see Section 2.2). Accordingly,
the question arises whether there is a true catalytic effect or whether a solid state
photocell (Schottky junction) has been formed which is in contact with an elec-
trolysis cell where hydrogen or oxygen is formed at the metal being deposited on
the semiconductor surface. In this context, several interesting results have been
obtained. Heller et al. [102] have studied the photoelectrochemical reduction of
H2O at p-InP electrodes, the surface of which was modified by platinum group
metal. They found that higher photocurrents at bare InP electrodes occur only
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Figure 7.68 Photocurrent–potential curves of Pt-coated n-Si electrodes in Br−/Br2 solutions
under illumination. Curve a Si covered by a Pt film, curve b Si covered by Pt islands (after [103]).

at a considerable overvoltage which could be reduced by depositing Rh, Ru, or
Pt on the semiconductor. The actual photocurrent onset, however, was identical
for bare and modified electrodes. Heller et al. interpreted these results as the for-
mation of a semiconductor–Pt(H2) Schottky junction. They proved this model by
measuring current–potential curves of dry InP/Pt Schottky junctions under illu-
mination. The latter measurements indicated quite clearly a change of the barrier
height and a corresponding shift of the metal work function when hydrogen was
passed across the interface.
Another interesting approach was published by Tsubomura and Nakato [103].

They have investigated n-type Si electrodes covered by a Pt layer or by small Pt
islands in aqueous solutions of various redox systems. The corresponding pho-
tocurrent–potential curves as measured with a Si electrode completely covered
with a thin Pt layer (curve a) or covered by Pt islands having a size of ≤ 10 nm
(curve b) are shown in Figure 7.68. The islands were produced by etching the
platinized Si samples. The authors interpreted these results by using a model in-
troduced by Nosaka et al. [104], as illustrated in Figure 7.69. The deposition of Pt
islands leads to a modulation of band positions along the surface. In the case of
large islands (d > 10 nm), the barrier height at the semiconductor–metal inter-
face is given by eφB, whereas that of the semiconductor–liquid interface is given
by eφB (Figure 7.69a). The barrier height eφB underneath the metal (Schottky
junction) is entirely determined by the semiconductor–metal contact. It is inde-
pendent of the redox system in the electrolyte. The barrier height of the free sur-
face, eφB, however, depends on the redox couple. In aqueous solutions, an oxide
layer exists on the free surface which limits any charge transfer to a very low level.
If the width of the free surface is not too large, photoholes reaching the surface
can enter the metal via quantum mechanical penetration through the potential
well, as indicated by an arrow in Figure 7.69a. Since the maximum photovoltage
is only determined by eφB, it is independent of the redox potential, as found ex-
perimentally. In the case of much smaller islands (< 10 nm), the quantized levels
of the electrons in the potential well in the conduction band become consider-
ably higher than the bottom of the well (Figure 7.69) so that the electrons have a
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Figure 7.69 Schematic energy diagram of the n-type Si electronic bands at the solid–liquid
interface modulated by discontinuous metal coating (after [103]).

higher kinetic energy. Since the potential well is very narrow, the band modula-
tion diminishes rapidly toward the interior of the crystal. These two effects make
the effective barrier height little different from that of the naked surface, that is,
eφB → eφ′

B (Figure 7.69b) and eφB now determines the photovoltage. This has
been found experimentally as shown by the large increase in the photovoltage
(curve b in Figure 7.68). Since eφB depends on the standard potential, U0

redox, of
the redox couple, the photovoltage should depend now on U0

redox. This has also
been proved experimentally by Tsubomura et al. (not shown).
This model has been further tested by Meier and Meissner [105] using p-GaAs

electrodes covered by gold layers or islands. The electrochemical behavior of
these electrodes depended strongly on the deposition technique. For instance,
if the gold was deposited from Au3+-containing solutions under cathodic polar-
ization, and if the resulting coverage was less than a monolayer, then there was
no catalytic activity with respect to light-induced hydrogen evolution. Accord-
ing to impedance measurements, a high density of metal-induced surface states
formed. These states are also effective recombination centers which explains the
poor photoelectrochemical properties.
In another method, the same authors prepared gold colloids, where the particle

size could be varied over a range from 6 to 100nm. These Au colloids were de-
posited on the surface of a p-GaAs electrode in concentrations ranging from 108
to 1011 colloids per cm−2.Multiple nanocontacts (MNCs) were produced in a very
defined way, that is, a large number of contacts of equal diameter were formed.
With respect to light-induced H2 formation, experiments yielded a catalytic ac-
tivity which increased with increasing density of colloids as shown by curves a–e
in Figure 7.70. The catalytic activity was further increased by platinizing the Au
colloids as shown by curve f in Figure 7.70. The authors showed that the pho-
tocurrent occurred almost entirely across the MNCs even at low coverage (e.g.,
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Figure 7.70 Cathodic photocurrent–potential
curves at p-GaAs in aqueous solutions (pH
3) under illumination: (curve a) bare p-GaAs
rotating disk electrode; (curve b) gold-plated
p-GaAs covered with 0.7 monolayers; (curves

c–e) p-GaAs covered with 6, 40, and 100nm
large Au particles, respectively; (curve f ) p-
GaAs covered with platinized Au particles
(40 nm); rotation velocity, 200 rpm; scan rate,
10mV s−1 (after [105]).

about 90% at a coverage of 1.5%). The evaluation of exchange currents yielded re-
sults which support the Tsubomura model. For details, the reader is referred to
the relevant papers [106].
Other authors have also tried to carry out quantitative investigations on the na-

ture of catalytic effects atmodified surfaces of TiO2. Unfortunately, the deposition
of noble metals on single crystalline TiO2 led mostly to the formation of ohmic
contacts which made further investigations impossible [107].
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Chapter 8
Electrochemical Decomposition of Semiconductors

Under anodic polarization,many semiconductors, especially those having smaller
bandgaps (Eg < 3 eV), undergo anodic decomposition. In such a reaction, sev-
eral charges per molecule are always involved. Since valence bonds are broken,
most steps occur by hole consumption via the valence band. Accordingly, anodic
dissolution occurs at p-type semiconductors in the dark and at n-type during il-
lumination. In some cases, decomposition has also been found during cathodic
polarization. In the following sections, the reaction routes and mechanisms are
described for themost important semiconductors. Themost detailed studies have
been published for germanium and, especially, for silicon.

8.1
Anodic Dissolution Reactions

8.1.1
Germanium

The anodic dissolution of semiconductors, especially of germanium and silicon,
was the subject of intensive investigation in the early stages of semiconductor
electrochemistry. This great interest in corrosion arises because of technologi-
cal problems with devices, such as surface stability and etching of device struc-
tures. Some essential investigations have been performed at the Bell Laborato-
ries, namely by Turner (see, e.g., [1]) and by Brattain and Garrett [2, 3]. These
authors have already obtained essential data about the dissolution of germanium.
According to their results, the overall reaction is given for alkaline solutions by

Ge + γh+ + 6OH2− → GeO2− + (4 − γ)e− + 3H2O (8.1)

In total, four charges are required for the dissolution of one Ge atom so that
0 ≤ γ ≤ 4. As determined with the thin slice method (see Chapter 4), γ is 2.4,
i.e., this process does not entirely occur with holes via the valence band, but par-
tially via the conduction band by injection of electrons [3]. It has later been found
that γ increased with increasing anodic potentials, finally reaching a value close
to γ = 2 [4].

Semiconductor Electrochemistry, Zweite Auflage. Rüdiger Memming.
©2015WILEY-VCHVerlagGmbH&Co.KGaA.Published2015byWILEY-VCHVerlagGmbH&Co.KGaA.
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Figure 8.1 Mechanism of the anodic dissolution of germanium (modified version after [6]).

Amechanism has been postulated by Beck and Gerischer [5, 6], as given in Fig-
ure 8.1 in a slightly modified version. In the first step (a) a hole is trapped at the
surface leading to the breaking of a surface Ge–Ge bond. This step is reversible,
i.e., the trapped hole can be thermally regenerated and moves to another surface
area. During the time interval in which the hole remains trapped, the correspond-
ing surface group can swing away from the surface (step b), which is actually the
rate-determining step. Then a second hole is trapped so that the unpaired electron
disappears (step c). In a further step two OH groups are bonded (step d). Finally
two other charges are required to separate the surface group from the Ge crystal
(step e). Valence electrons involved in the Ge–Ge bonds, are usually located in
the valence band (see Chapter 1). Since the single bond between the Ge atom of
the surface group which is finally dissolved in step (e) and the corresponding Ge
of the crystal is much weaker than the other Ge–Ge bonds, the corresponding
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Figure 8.2 Formation of intermediate states (surface states) during the anodic dissolution of
germanium.

valence electrons are in an energy state which is above the valence band as indi-
cated in Figure 8.2. There are now two ways of separating the surface group from
the crystal (see step e): Either two further holes are transferred from the bulk of
the crystal into these surface states, or the electrons in this state are thermally ex-
cited into the conduction band fromwhere they recombine with holes in the bulk
of a p-type electrode. In the latter case we would have γe = 0, and with respect
to the overall reaction, γ = 2. Since values of γ > 2 have been obtained exper-
imentally, both routes are possible. Although the energy position of this surface
state (see Figure 8.2) is not known, an electron excitation from the surface states
is feasible because the bandgap of Ge is rather small (Eg = 0.65 eV). In the case
of Si, which has a higher bandgap, such a process no longer seems to be possible
(see below).
Concerning the current–potential curves given in Figure 8.3, it is interesting

to see that the current rises exponentially with increasing anodic potentials for
a p-type Ge electrode. A quantitative evaluation of this current–potential curve
yielded a slope of around 80mV per one decade of current increase (not shown
here). Since holes are required for the dissolution process one would expect the-
oretically that the rate-determining step is a one-hole process, that is, the cur-
rent should be proportional to the hole density at the surface ( jdiss ≈ ps). Since
ps = p0 exp EΔφsc∕(kT) one would expect that the jdiss vs UE curve would rise
with 60mV/decade. Obviously, some film formation at the Ge surface influences
the potential distribution.
Concerning the current–potential curve as measured with an n-type electrode,

one can observe that the saturation current–potential curve is not only deter-
mined by the light intensity but also by the doping of the n-type Ge electrode. As
illustrated in Figure 8.3, the anodic dark current measured with an n-type elec-
trode also depends on the doping. It increased with the resistivity of the n-type
material which means that it increased with decreasing electron density. It has
been found that there is actually a linear relation between the anodic limiting cur-
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Figure 8.3 Current–voltage curves at p- and n-germanium electrodes in alkaline solutions
(after [5]).

rent and the ratio of hole density and diffusion length (p0∕Lp). This is reasonable
because the saturation current of a minority carrier device is just proportional to
this quantity (see Eq. (2.32)). An evaluation of the experimental data shows that
the anodic saturation current agrees with that estimated from Eq. (2.32), at least
within one order of magnitude.
Interestingly, the anodic dark current at n-Ge electrodes increases considerably

upon addition of the oxidized species of a redox system, for instance Ce4+ , to the
electrolyte, as shown in Figure 8.4 [7]. The cathodic current is due to the reduc-
tion of Ce4+. The latter process also occurs via the valence band (see Chapter 7),
that is, since electrons are transferred from the valence band to Ce4+, holes are
injected into the Ge electrode. Under cathodic polarization, these holes drift into
the bulk of the semiconductor where they recombine with the electrons (majority
carriers) and the latter finally carry the cathodic current. In the case of anodic po-
larization, however, the injected holes remain at the interface and are consumed
for the anodic decomposition of germanium, as illustrated in the insert of Fig-
ure 8.4. Accordingly, the cathodic and anodic current should be compensated to
zero. Since, however, the anodic current is increased upon addition of the redox
system there is obviously a current multiplication involved, similarly to the case
of “two-step” redox processes (see Section 7.6). Thus, in step (e) (Figure 8.1) elec-
trons are injected into the conduction band. This experimental result is a very
nice proof of the analytical result presented by Brattain and Garrett [3].



2718.1 Anodic Dissolution Reactions

Figure 8.4 Current–voltage curves for n-germanium electrodes in the presence of a redox
systemof a high-standard potential (Ce4+) (after [6]).

8.1.2
Silicon

The anodic dissolution of silicon is more complex because an oxide film is eas-
ily formed on the Si surfaces which is not soluble in water. This high stability of
the oxide film makes Si particulary interesting for many applications. The oxide
formation can be avoided, however, by working in fluoride containing solutions.

8.1.2.1 Investigations with p-type Silicon
The current–potential curve for n- and p-type electrodes look similar to those
given in Figure 7.10, that is, the anodic current increases exponentially with po-
tential for a p-type electrode and it saturates at a low value for an n-type elec-
trode in the dark. A quantitative evaluation showed that the slope of the current–
potential at a p-type electrode exhibits an ideal slope of 60mV/decade as illus-
trated by a semilogarithmic plot of the current–potential curve (Figure 8.5) [8].
This is an ideal situation insofar as the current is proportional to the hole den-

sity at the surface, as already discussed in detail in Chapter 7. Using the thin slice
method, it was shown that the oxidation of the Si electrode occurred entirely via
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Figure 8.5 Current–potential curve for p-silicon in concentrated HF solutions under anodic
bias (after [8]).

the valence band and that there was no injection of electrons into the conduc-
tion band. In addition, it was found by coulometric analysis that two and not four
chargeswere required for the dissolution of one Si atom [8, 9]. The dissolutionwas
accompanied by the formation of a film on the surface of the Si electrode. In addi-
tion, a strong evolution of a gas at the anodic silicon anode was observed, which
was identified as hydrogen. The amount of H2 evolved at the electrode increased
linearly with time. The overall reaction can be described by

Si + 6HF + 2h+ → SiF2−6 + 4H+ +H2 (8.2)

As already shown by Uhlir [10] and Turner [9], the dissolution mechanism for Si
in concentrated HF is quite different from that of Ge in aqueous solutions. The
fact that Si was dissolved in the divalent state is little surprising because, in gen-
eral, the stability of a divalent state of an element decreases in the IVth group in
the direction Pb–Sn–Ge–Si–C. Therefore, a divalent silicon ion formed by re-
action (8.2) is expected to be unstable. Originally the divalent dissolution of Si
was then described by a two-dimensional reaction scheme at a kink site on a sili-
con surface (not shown) assuming the surface to be covered by fluorine instead of



2738.1 Anodic Dissolution Reactions

hydroxyl groups [8]. It was further postulated that the unstable silicon difluoride
changes into a stable tetravalent form by a disproportionation reaction [9]:

Si(0) ← 2Si(II) → Si(IV) (8.3)

More recent investigations have shown, however, that this interpretation was
wrong, that is, no disproportionation takes place. According to later studies by
STMandTEM the surface consists ofmicroporous silicon (see, e.g., [76]). Further
details on pore formation at semiconductor surfaces are given in Section 8.6.
The anodic behavior of p-type Si electrodes is quite different for lower F− con-

centrations. The current increases, but not really exponentially, with rising an-
odic polarization, it passes a maximum and increases again slowly at higher an-
odic potentials (Figure 8.6) [8]. The current increases with the rotation speed ω
of the electrode. Since the current does not follow ω1∕2 dependence (Levich re-
lation [11]) the relationship cannot be determined entirely by diffusion. At elec-
trode potentials below the peak, silicon is dissolved again in the divalent state, as
already reported above in the case of highHF concentrations. Here alsoH2 forma-
tion was observed. At electrode potentials beyond the current peak, as shown in
Figure 8.6, the dissolutionwas found to occur via the tetravalent state of Si and the

Figure 8.6 Current–potential curves for a rotating p-type silicon electrode in 0.1M hydrofluo-
ric acid solutions at different rotation velocities (after [8]).
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H2 evolution disappeared at p-type electrodes [8]. These results were confirmed
25 years later [12]. Experiments performed using the thin slice arrangement (see
Chapter 4) have shown that the anodic reactions occur only via the valence band
at all electrode potentials [8].
It has also been reported that the height of the current peak depends on the

pH of the electrolyte and on fluoride concentration [19, 76]. The peak rises with
increasing pH up to about pH 8. Above pH 4 the current depends nearly linearly
on the fluoride concentration.

8.1.2.2 Investigations with n-Type Silicon
At high F− concentrations, the anodic dark current is very low and independent
of the potential because holes are required for the anodic dissolution process.
The anodic current is increased by light excitation [8]. The situation is changed
for lower F− concentrations. The photocurrent still remains constant at low light
intensities. At higher light intensities, however, a current peak was observed, sim-
ilarly as in the case of p-type electrodes. In this case, the current is limited again
by the diffusion of F− ions toward the electrode [76].
As already described before, measurements with the thin slice method had

shown that the anodic dissolution at p-Si electrodes in the dark occurs entirely
via the valence band [8], as has been confirmed by Cattarin et al. [20]. About 20
years later, Matsumura andMorrison investigated the current–potential behavior
of n-type Si electrodes in acidic fluoridemedia at different light intensities [21, 22].
According to their results, the quantum yield φ of the anodic photocurrent varied
from φ = 4 at low light intensities to φ = 2 at high light intensities (Figure 8.7),
that is, a current doubling or multiplication took place (see also Section 7.6).
At the same time H2 formation occurred, as also shown in Figure 8.7 [18]. This
result was highly surprising for two reasons. Firstly, a quantum yield of φ > 1
indicates that only a fraction of the multielectron reaction occurs with holes via
the valence band. Secondly, a value of φ = 4 means that only one hole is required
for the first step and three electrons are injected into the conduction band of
the n-Si electrode in three subsequent steps. These three latter steps require, of
course, no light excitation. In addition, a quantum yield of φ = 4 indicates that
four charges are required for the complete dissolution process. Peter et al. have
further analyzed this process by intensity-modulated photocurrent spectroscopy
(IMPS; see Section 4.5) [18, 23]. In the range of low light intensities, they found
experimentally three semicircles (Figure 8.8, upper curve), where the two high-
frequency semicircles strongly overlap. This experimental result was sufficiently
well simulated (lower curve in Figure 8.8) on the basis of a reaction scheme given
by Eq. (8.4)

Si(0) ←←←←←←←←←←←←←←←←←→
+h+

Si(I)
ka

←←←←←←←←←←←←←←←←→
−e−

Si(II)
kb

←←←←←←←←←←←←←←←←→
−e−

Si(III)
kc

←←←←←←←←←←←←←←←←→
−e−

Si(IV) (8.4)

Here it has been assumed that the first step (Si(0)→ Si(I)) occurs via the valence
bandwhere the three other subsequent steps proceed either under hole consump-
tion or electron injection. The kis are first-order rate constants having a dimen-
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Figure 8.7 Intensity dependence of the quantum yieldQ for n-Si(111) and the corresponding
hydrogen production efficiency ηH measured in a ring disc arrangement. Electrolyte, 1M NH4F,
pH 4.7 (after [18]).

Figure 8.8 Comparison of experimental and
calculated intensity-modulated photocurrent
spectroscopy (IMPS) plots for the photodis-
solution of n-Si(111) in 6.5M NH4F at low
light intensities (photo quadrupling regime)
The data used for the theoretical plot are:

ka = 2 × 104 s−1; kb = 500 s−1; kc = 0.5 s−1.
A Gaussian distribution of activation energies
for electron injection with a standard devia-
tion of 1.5 kT and a pre-exponential factor of
102 s−1 were used to simulate the flattening of
the IMPS (after [18]).

sion of s−1. The best fit was obtained with ka = 2 × 104 s−1, kb = 500 s−1 and
kc = 0.5 s−1. These values of the first-order rate constants are very small. They
were interpreted in terms of relatively large activation energies in the order of
about 0.5 eV.
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On the other hand, the decrease of φ from 4 down to 2 is much more difficult
to interpret. As already mentioned above, gravimetric experiments have shown
that the decrease is due to a change in the dissolution valency of Si from IV to
II. This analytical result is supported by the fact that H2 is formed as soon as the
dissolution valency changes (Figure 8.7), because H2 formation under anodic bias
is only possible if Si is dissolved in the divalent state (see Eq. (8.3)). Very recently, a
model has been presented in which it is assumed that Si(I) (which is just a mobile
surface radical) catalyses the divalent dissolution [24].
The results obtained with n-Si seem to be in contradiction to those obtained

with the p-type electrode. However, a quantum yield of φ = 4 was found with
n-electrodes only at very low light intensities (< 10 μW) which corresponds to
a current of < 5 μA cm−2. An analysis of the dissolution valency at p-electrodes,
however, was not possible at such low currents.
Accordingly, it is reasonable to assume that p-Si is also dissolved in the tetrava-

lent state at such low currents. On the other hand, a more severe problem is the
result that a current doubling (φ = 2) was found with n-electrodes whereas mea-
surements at p-electrodes, using the thin slice method (see Section 4.3), indicated
that the divalent dissolution is a pure valence band process [8]. The differing be-
havior of n- and p-Si can only be explained by assuming that in the case of p-Si also
an electron is injected into the conduction bandwhich recombines efficientlywith
holes via surface states so that they could not be detected on the rear p–n junction
when the thin slice method was used. This model was supported by Blackwood et
al. [18] who found strong surface recombination in the corresponding potential
range.
InHF solutions, p-Si begins to be electropolishedwhen the critical current den-

sity is reached (current peak in Figure 8.6). The critical current is interpreted as
the point at which HF begins to be consumed by the anode process as fast as it
reaches the surface. At potentials anodic with respect to the current peak (elec-
tropolishing region), a thin SiO2 film is present on the surfacewhich remains there
until sufficientHF reaches the surface bymass transport to form thewater-soluble
fluoride complex [8]. Si dissolved here in the tetravalent state, as given by the re-
action

Si + 2H2O + 4h+ → SiO2 + 4H+

↓ +6HF
H2SiF6 + 2H2O

(8.5)

The negative resistance portion of the j–U , curve around the critical current, in
Figure 8.6, is characteristic of the electropolishing and passivating process. It can
be explained as follows. Below the critical current there is considerable gassing
(H2 formation) which has a stirring effect at the surface.When the critical current
is reached and electropolishing sets in, virtually all gassing stops. This eliminates
the stirring effect caused by gas evolution and the rate of mass transfer of HF
to the surface decreases. In the electropolishing region, the current density flow
is controlled by the resistance of the oxide film and the rate of arrival of HF at
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the surface. Thus, if the rate of mass transfer of HF decreases the current is also
reduced.
Allongue et al. have also investigated the anodic current at n-type silicon in the

dark [19]. This current is very low, it corresponds to a dissolution rate of about 1
Å/min. The current was found to rise linearly with increasing F− concentrations
at pH> 4 and slightly with increasing pH in the range between 2 and 8.

8.1.2.3 Model
In the early work published about 30 years ago (see above), the mechanism of
the divalent dissolution at lower HF concentration was originally described by
an electrochemical reaction in which SiF2 was formed as an intermediate which
disproportionated into amorphous Si and SiF4 again [8]. Early infrared measure-
ments performed by Beckmann in 1965 [13], had already shown that amorphous
films of polymerized silicon hydride were formed. This result was previously not
really understood. Since the Si–F bond is muchmore stable than the Si–OH bond
one would expect that etching of a oxide-covered surface in HF leads to a surface
consisting of Si–F2 groups. It was thus very surprising to find by ex-situ IR absorp-
tion studies that the surface of microcrystalline Si consisted of hydrogen and not
of F nor of O containing ligands after the removal of the oxide [14]. This obser-
vation stimulated a large number of investigations of single crystalline Si surfaces
by various surface spectroscopic techniques [15–17] which cannot be discussed
here in detail. In situ IR studies of the Si–HF interface revealed that the Si surface
consists predominantly of a Si hydride even under anodic polarization [18].
These observations have led to a more adequate model of the electrochemical

divalent Si dissolution in a low potential range, as illustrated in Figure 8.9 [19].
Here Allongue et al. proposed a model for all chemical and electrochemical pro-
cesses at the silicon surface in fluoride solutions. Thismodel starts with a kink site
of a (111) surface in which the Si atom has two bonds to the lattice and the two re-
maining bonds are saturated by H ligands. Considering at first the pure chemical
dissolution (upper part of Figure 8.9), the first step is the hydrolysis (step A→C)
of the Si–H surface bond for NH4-solutions of pH> 5. This step is rate deter-
mining because Si–H bonds are almost unpolar. The Si–OH surface bond is then
substituted into a Si–F bond (step C→C′) which polarizes the two Si–Si back
bonds underneath, due to the strong electronegativity difference between Si and
F. This favors the chemical disruption of back bonds (step C→D). In the last (step
D→A′) HSiF(OH)2 (oxidation state II of Si) is formed which is unstable. It reacts
further according to

HSiF(OH)2 +HF → SiF2(OH)2 +H2 (8.6)

SiF2(OH)2 + 4HF → H2SiF6 + 2H2O (8.7)

Concerning electrochemical reactions at silicon electrodes, Allongue et al. found
that the anodic dark current at n-type electrodes increases slightlywith increasing
pH and strongly with increasing F− concentration [19]. Accordingly, this anodic
current does not depend on the supply of holes but the corresponding reaction
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Figure 8.9 Model for the dissolution of silicon in NH4F solutions of pH 4–8. Species in paren-
thesis are indirectly contributing to reaction steps. (a) chemical reaction; (b) electrochemical
anodic dissolution; (c) electrochemical dissolution at the rest potential (after [19]).

occurs via the conduction band. The same authors interpreted these results by
the model given in Figure 8.9b as follows.
For pH> 4 the Si–H bond dissociates by thermal activation of electrons in the

Si–H bond (state A). One is first injected into the conduction band, which forms
the radical Si∙ (state B) and liberates one proton. The F− ion given in parenthesis
in step A→B is not a direct reactant. It is just meant that F− ionsmight contribute
to the activation step. At pH> 4, we consider the formation of a Si–F bond to be
a two-step process including a reaction between Si∙ and water (step B→C) fol-
lowed by fast substitution of OH by F (step C→C′). As a whole, this substitution
Si–H→ Si–F (stepsA→C′) is rate determining and its rate is proportional to [F−].
This sequence of steps also explains that the oxide formation occurs above a crit-
ical current density (electropolishing regime), that is, when the surface density of
Si–OH intermediates becomes sufficiently large that neighboring ones may con-
dense, which ist the initial stage of oxide formation (see below). Far below the
electropolishing regime, the model may be simplified by neglecting state C be-
cause the permutation C→C′ must be fast.
The above model can easily be extended to silicon dissolution in the presence

of holes, that is, either at anodically biased p-Si or at n-Si under illumination. This
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simply requires to replace the initial Si–Hdissociationwith electron injection step
(A→B) by the capture of a hole in the Si–H bond.
As already mentioned before, simple etching of silicon in fluoride solutions

leads to the formation of Si–H bonds at the surface [15–17]. It was further found
that H-terminated Si(111) surfaces become ideally flat by etching in 40% NH4F
solutions at pH 8 [78, 79]. A further improvement of flattening was demonstrated
by using etching solutions free from oxygen [80, 81]. Allongue et al. investigated
the problem of flattening in more detail [82]. They showed that pitting may be
completely suppressed on a very well polished (111) surface in a fluoride etching
solution if a Si wafer is used where the other surfaces are left unpolished. The dif-
ferent processes involved during etching are discussed in detail [82]. These results
may be of interest if wafers with an atomically flat H-terminated Si(111) surface
are used as a substrate in nanotechnical applications.

8.1.3
Compound Semiconductors

The anodic dissolution of compound semiconductors has only been studied with
a few materials, for example, SiC, various III–V compounds, CdS, and MoSe2.
The essential reactions are given below.
SiC is a very hard and stable material. It exists in many different modifications.

Only a few experimental results are available and many of them have not been
sufficiently reproducible. One reason is that reliable single crystals (mostly as thin
layers on Si) have become available only in the last two decades. At first sight one
may expect anodic behavior similar to that of Si. However, in contrast to Si, the
anodic current at a p-type SiC electrode in H2SO4 was found to remain stable
and did not essentially decrease with polarization time, and a white SiO2 film
was formed after prolonged polarization [33]. The head space analysis of gaseous
products revealed CO and CO2 in a ratio close to 1 : 1. The formations of these
products were explained by an eight-hole process [34] and a six-hole reaction [33]
which proceed at the same rate, both being given by

SiC + 8h+ + 4H2O → SiO2 + CO2 + 8H+ (8.8)

SiC + 4h+ + 2H2O → SiO + CO + 4H+ (8.9)

Since the oxide does not limit the interfacial current it was concluded that it is
very porous. The oxide is very soluble in HF so that SiC can be etched which is
important for the production of devices [35]. The anodic decomposition of SiC
was also studied in concentrated HF solutions. Further details on the passivation
of SiC surfaces and following oxide formation in solutions of different fluoride
concentrationswere reported in a rather recent publication by vanDorp et al. [86].
Concerning III–V semiconductors, mainly GaAs, GaP, and InP have been

studied. In all cases, it has been found that six charges are required for the an-
odic decomposition of one semiconductor molecule. As an example taking GaAs,
with whichmost investigations have been performed, the overall reaction is given
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Figure 8.10 Surface structure of a GaP lattice in NaOH (after [41]).

by [36]

GaAs+ γh+ + 10OH− → GaO−
2 + AsO3−

3 + 5H2O + (6 − γ)e− (8.10)

in alkaline solutions and

GaAs+ γh+ + 3H2O → Ga3+ +H3AsO3 + 3H+ + (6 − γ)e− (8.11)

in acid solutions.
In this case, it was found that γ ≈ 6 [36, 37], that is, the reaction occurs essen-

tially via the valence band. In addition, an ideal slope of 60mV/decade was found
with p-GaAs at anodic polarization [38]. From this result, it must be concluded
that only one hole is involved in the rate-determining step. Investigations with the
electrodes with, in one experiment the Ga(111) face and in a second experiment
the As(1̄1̄1̄) face contacting the electrolyte, yielded no difference in dissolution
rate [36]. This result is an indication that the dissolution occurs mainly at steps as
illustrated for GaP in Figure 8.10. The influence of steps is discussed in detail by
Morrison in his book [40]. On the other hand, the flatband potential and the on-
set potential of the photocurrent do depend on the crystal faces. The difference in
flatband potential is in the order of about 0.1V [40]. Accordingly, the Helmholtz
layer is somewhat different for the two surfaces.
Similar results have been obtained with GaP [41, 42]. In this case, it has been

also made clear that the anodic dark currents at p-GaP are limited to a rather
low value because of the formation of Ga2O3 which is not soluble in solutions of
intermediate range (see, e.g., Pourbaix [43]).
In principle, the same observations have beenmade with InP. In this case, how-

ever, it is more difficult to find the proper conditions for electrochemicalmeasure-
ments. This is caused by the fact that InP is rather easily reduced under cathodic
polarization, leading to the formation of metallic indium at the surface. Subse-
quent anodic polarization then leads to the formation of In2O3 which can easily
influence the corresponding current–potential curves [44]. The anodic corrosion
of InP was investigated with respect to the participation of electrons in the dis-
solution mechanism, including IMPS measurements [45]. These measurements
have yielded γ = 3 at low intensities. Accordingly, three electrons are injected into
the conduction band besides the consumption of three holes, whereas at higher
intensities five holes are used for the dissolution process and one electron is in-
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jected. This result is similar to that obtained with Si (see Section 8.1.2). The in-
terpretations, however, were different. In the case of n-InP, the decrease of pho-
tocurrent was interpreted as a competition between hole and electron transfer,
whereas for n-Si the decrease was explained by a change of valency. The advan-
tage of applying IMPS is that kinetic data such as rate constants for several steps
can be obtained. A phase shift occurs if an electron is injected into the conduction
band. If the subsequent steps are hole transfer processes, then they are in phase
with the light modulation and the semicircle would be reduced to a single point
on the real axis in the complex plane. The analysis of the relevant results is rather
complicated [45] and cannot be discussed here in further detail.
Another class of semiconductors comprises II–VI compounds, mainly sulfides

and oxides, which also undergo anodic decomposition. A typical example is CdS
(Eg = 2.5 eV; only available as n-type material) which has been the subject of
many investigations. As shown by Meissner et al., anodic dissolution can occur
under illumination in two ways depending on the oxygen concentration in the
electrolyte [46, 47]. In the presence of oxygen

CdS + 4h+ + 2H2O +O2 → Cd2+ + SO2−
4 +H+ (8.12)

and in O2-free solutions:

CdS + 2h+ → Cd2+ + S (8.13)

Since usually not much O2 is dissolved in H2O, the second reaction dominates.
The sulfur formed in the second reaction remains at the surface because it is in-
soluble in H2O. This has severe consequences for many other investigations, es-
pecially on Mott–Schottky measurements as already mentioned in Section 5.3.4.
In the case of electrodes with sulfur on the surface, the Mott–Schottky curves
are not straight and become frequency dependent, a typical sign of a contami-
nated surface. Even etching CdS in HCl did not lead to a clean surface as shown
by photoelectron spectroscopy (XPS) [47]. Cleaning of the surface was possible
by means of cathodic polarization in O2-saturated solutions. It has been assumed
that, in the anodic decomposition and the cleaning in O2-saturated solutions, an
essential role is played by the formation of an S∙ − at the surface, according to the
following reactions:

CdS + h+ → Cd2+ + S∙ − (8.14a)

Ssurf + e− → SO∙ −
2 (8.14b)

In the presence of O2 one obtains

S∙ − +O2 → SO∙ −
2 (8.15)

The latter product is then further oxidized to SO−
4 with the consumption of three

further holes. The formation of sulfur on the surface can also be avoided by work-
ing in a sulfide-containing electrolyte in which sulfur is soluble under the forma-
tion of polysulfide (S2−n ). According to IMPSmeasurements, there is a small prob-
ability of electron injection in the subsequent dissolution steps [48].
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Table 8.1 Decomposition products of various semiconductor electrodes during anodic and
cathodic polarization.

Electrode material Eg (eV) Anodic decomposition
products

Cathodic decomposition
products

Ge (n,p) 0.8 Ge4+ H2

Si (n,p) 1.1 Si2+; Si4+ (in HF) H2

GaAs (n,p) 1.4 Ga3+ , AsO3−
3 AsH3, H2

CdSe (n,p) 1.75 Cd2+, Se0 Cd, (H2Se)
GaP (n,p) 2.35 Ga3+ , P0, P3+ H2, PH3

CdS (n) 2.4 Cd2+, S0 Cd, H2S
WO3 (n) 2.5 O2 HxWO3, H2

ZnO (n) 3.2 Zn2+ , O2 Zn, H2O

The transition metal chalcogenides, for example, MoSe2, WSe2 or the corre-
sponding sulfides, represent a particular class of materials which form layer com-
pounds as shown in Figure 5.11. In each layer themetal is shielded by the sulfur or
selenium atom. Therefore, the individual layers are kept together just by van der
Waals forces. If the basal planar surfaces are contacting the solution then themetal
is also shielded from the liquid. Themetal can interactwithH2Oonly at steps (Fig-
ure 5.16), that is, a dissolution occurs at such sites. In addition, Tributsch origi-
nally expected a high stability of these materials against corrosion, because the
electronic states of the valence band are formed by nonbonding d-electron states
of the metal which do not participate in the bonding [49–51]. A more detailed
consideration has proved, however, that the valence band consists of a mixture of
d and p electrons. Accordingly, anodic dissolution rather than oxygen formation
was experimentally observed [49]. It has been suggested by Gerischer that H2O is
oxidized to some radical intermediate which in turn reacts with selenium atoms of
the layer [52]. This would explain that not only selenium or sulfur but also mainly
SO2−

3 (SeO2−
3 ) or SO2−

4 (SeO2−
3 )were formed. Nevertheless, a relatively high over-

voltage for the onset of photocurrent accompanied by a shift of energy bands was
observed (see impedance measurements in Chapter 5) [53, 54]. Investigations of
these electrodeswhere the planar surface contacts the electrolyte have also shown
that the flatband potential is independent of pH for a surface with a low density of
steps [55]. All of these observations indicate that the planar surface is fairly stable
and that many redox processes can compete with the anodic dissolution.
The reaction products of various semiconductors are listed in Table 8.1.
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8.2
Cathodic Decomposition

Under cathodic polarization hydrogen is usually formed in aqueous solutions.
Since the valence band of all the semiconductors studied so far, occurs consider-
ably below the H+/H2 standard potential, this reaction is a conduction band pro-
cess. Besides this reaction, a number of compound semiconductors are reduced
or decomposedunder cathodic polarization. A selection of semiconductors is also
given in Table 8.1. These reactions have never been investigated quantitatively. In
general, it was found that with semiconductors which decompose during cathodic
polarization, ametal layer was formedon the surface. As alreadymentioned in the
previous section, such ametal layer can strongly influence the electrochemical be-
havior of a semiconductor electrode because it may not necessarily be dissolved
again during a subsequent anodic cycle. For instance, a metal oxide can be formed
which, depending on the pH of the solution, remains stable during an anodic po-
tential sweep, as observed with InP.

8.3
Dissolution under Open Circuit Conditions

Anodic decomposition is also possible in the presence of a suitable redox system
in the solution without external voltage. Taking a redox couple of a very posi-
tive standard potential, such as Ce4+/Ce3+, holes are injected from Ce4+ ions into
the valence band of the semiconductor. These holes are available for the anodic
decomposition. The corresponding j−UE curves (with andwithout the redox sys-
tem) for a p-type electrode are shown in Figure 8.11. The cathodic reduction of
the redox system sets in at Uredox, that is, when the quasi-Fermi level of holes
passes Eredox (dotted line). In the cathodic range the current is diffusion limited.
The resulting j−UE curve (dashed curve) passes the potential axis at a value at
which cathodic and anodic currents are equal (compare also with Section 7.4.1).
The rate of the dissolution current is controlled by the redox system. In the case
of a very stable semiconductor, the decomposition current is much smaller and
the two partial currents would be equal at more positive potentials.
The same reactions occur at the corresponding n-type electrode (Figure 8.12).

In the anodic range, the total current remains very small upon addition of the
redox system. However, it is determined by two partial currents, namely the ca-
thodic reduction current and the anodic decomposition current, as can be proved
analytically. A description in terms of quasi-Fermi levels has already been given
in Section 7.4.1.
According to Figures 8.11 and 8.12, a decomposition under open circuit condi-

tions occurs with p-type as well as with n-type semiconductors. Besides this
electrochemical decomposition, some semiconductors can also be dissolved
chemically as, for instance, GaAs in the presence of Br2 [56] or H2O2 [57]. Both
are strong oxidizing agents which exhibit, current-doubling behavior, however,
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Figure 8.11 (a) theoretical current–potential
curves at a p-type semiconductor electrode
in the presence (solid curve) and absence
(long-dashed curve) of a redox systemwith a
very positive standard potential; short-dashed

curve: cathodic partial current for a redox sys-
tem which is reduced by an electron transfer
via the valence band of a semiconductor. (b,c)
energy diagrams for cathodic (b) and anodic
(c) polarization.

at GaP and GaAs electrodes during cathodic polarization (compare with Sec-
tion 7.6). Accordingly, the electrochemical reduction of Br2 and H2O2 occurs at
the p-type electrodes only under illumination. Pure chemical decomposition has
not been found at n-GaAs electrodes but only at p-GaAs in the dark. Interestingly,
this chemical etching occurred only in that potential range where a cathodic pho-
tocurrent was measured upon illumination. The chemical etch rate was reduced
to a low value as soon as the p-electrode was illuminated [58]. This result shows
that there is a rather complex interdependence between electrochemical and
chemical processes. A simplified version of the chemical dissolution is shown in
Figure 8.13. In the first step, one bond is broken and a radical is formed. In several
further reaction steps the other corresponding bonds are broken. The radical
(surface state) is essential insofar as it can trap an electron from the conduction
band whichmeans a repairing of the original bond. This is possible at n-GaAs and
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Figure 8.12 Theoretical current–potential curves at an n-type semiconductor electrode in the
presence of a redox systemof a high-standard potential (similarly as in Figure 8.11).

Figure 8.13 Model for the chemical dissolution of GaAs in the presence of H2O2(after [37]).

at p-GaAs under illumination. Minks et al. [58] have derived a complete reaction
scheme which still contains some reaction routes.
Chemical reaction steps were also observed for the dissolution of silicon as dis-

cussed already in Section 8.1.2 (see, e.g., Figure 8.13). A comprehensive survey on
the etching of semiconductors was published by Kelly and Vanmaekelbergh [83].
These authors restricted the discussion mainly on two important classes of semi-
conductors, namely III–V and II–VI materials.

8.4
Energetics and Thermodynamics of Corrosion

The question arises whether it is useful to define a corrosion potential which, as
in the case of standard potentials for redox systems, can be described within the
general energy level model in order to compare it with the energy of electrons and
holes in the semiconductor. Theoretically this is possible by calculating the free
energy of the corrosion reaction. Various authors have formulated corresponding
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Figure 8.14 Possible positions of the decomposition energy levels relative to the bandedges:
(a) for a relatively stable semiconductor; (b) implies instability if either electrons or holes reach
the surface; (c,d) imply instability with regard to holes and to electrons, respectively (after [39]).

expressions [40, 59–61]. Following Gerischer’s derivations, two simple reactions
at a semiconductor MX are considered:

MX + ze− + solv → M + Xz−
solv (8.16)

for a cathodic reaction and

MX + zh+ + solv → Mz+
solv + X (8.17)

for an anodic reaction inwhichMX is the compound semiconductor,M themetal,
and the term “solv” represents the complexing of the elements. The free energy
of these reactions can be obtained from the appropriate handbooks or from [62].
In electrochemistry, data are usually referred to the H+/H2 standard potential. In
order to get the same reference point here we have to write the corresponding
reaction for hydrogen as given by

1
2
zH2 + solv → zH+

solv + ze− (8.18)

The difference between Eqs. (8.16) and (8.14) or (8.15) then yields the corre-
sponding free energy values, nΔGsH and pΔGsH, respectively. The decomposition
potentials are then given by

pEdecomp = pΔGsH∕z (8.19a)

for the oxidation and

nEdecomp = −nΔGsH∕z (8.19b)

for the reduction of the semiconductor.
Possible positions of the electron-induced corrosion potential nEdecomp and of

the hole-induced corrosion value pEdecomp are illustrated in Figure 8.14. If both en-
ergies occur within the bandgap (case b in Figure 8.14) then reduction as well as
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oxidation is thermodynamically possible. In the case of oxidation, the electrode
has to be polarized to the extent that the quasi-Fermi level of holes occurs be-
tween Ev and pEdecomp; and for reduction the quasi-Fermi level of electrons must
be between Ec and nEdecomp. If an Edecomp value occurs outside the bandedges then
the semiconductor should be fairly stable. A decomposition then only happens in
a potential range where the externally applied voltage already occurs across the
Helmholtz layer. A selection of decomposition potentials is given in Figure 8.15.
The reactions on which these calculations are based are given in the upper part
of Figure 8.15.
The practical use of these calculations is limited, however, because the kinetics

of a reaction can play an important role. This becomes quite obvious for layer
compounds such as MoS2. The kinetics may be controlled by adsorption, surface
chemistry, surface structure, and crystal orientation. According to Figure 8.15,

Figure 8.15 Positions of bandedges and decomposition Fermi levels for various semiconduc-
tors (after [52]).
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pEdecomp is close to the conduction band, that is, MoS2 is rather easily oxidized.
In the case of a flat basal surface, it has been observed with several transition
metal chalcogenides that the photocurrent onset at n-electrodes occurs with high
overvoltages accompanied by a shift of Ufb (see Section 5.3). Since this is caused
by an accumulation of holes at the surface the hole transfer is kinetically inhibited.
The various dissolution processes discussed above, play an important role in

semiconductor etching for device technology (see Chapter 11).

8.5
Competition between Redox Reaction and Anodic Dissolution

The competition between redox reaction and anodic dissolution became very im-
portant in the development of stable regenerative solar cells on the basis of semi-
conductor–liquid junctions. As shown in the previous section, it is determined
by the thermodynamic and kinetic properties of the processes involved. Infor-
mation on the competitions between these reactions cannot be obtained entirely
from current–potential curves, because in many cases they do not look very dif-
ferent upon addition of a redox system, especially if the current is controlled by
the light intensity. Therefore, a rotating ring disk electrode (RRDE) assembly con-
sisting of a semiconductor disk and a Pt ring is usually applied, that is, a technique
which makes it possible to determine separately the current corresponding to the
oxidation of a redox system [63, 64].
In this case, the oxidized species of a redox couple produced at the semicon-

ductor disc, can be collected at the Pt ring, provided that the ring is polarized
negatively with respect to the standard potential of the redox system. (For details
of the RRDE technique see Section 4.2.3). Usually, the competition between the
redox process and the dissolution is quantitatively described by the stability fac-
tor, as defined by [65]

s =
jox
jtot

=
jox

jox + jcorr
(8.20)

in which jox and jcorr correspond to the oxidation and corrosion current, respec-
tively.
From the thermodynamic point of view, a redox process would preferably

proceed if the redox potential Eredox is located above Edecomp as illustrated in
Figure 8.16a and, conversely, the decomposition reaction should dominate if
Eredox occurs below Edecomp (Figure 8.16b). Many experimental investigations
have shown, however, that such a picture is far too simple because the kinetics
of both processes play a dominant role. Accordingly, it is very difficult to predict
whether corrosion or the redox process will dominate under given circumstances.
Most experiments were performed with n-type semiconductors because it was

easier to detect small ring currents upon addition of a redox system to the solu-
tion by using a modulation technique (see Section 4.2.3). A typical result, as ob-
tained with chopped light, is shown in Figure 8.17. A selection of data evaluated



2898.5 Competition between Redox Reaction and Anodic Dissolution

Figure 8.16 Decomposition and redox potentials with respect to the position of energy
bands.

from RRDEmeasurements is given in Figure 8.18 [61]. These are examples where
Edecomp is higher than Eredox, (comparable to case b in Figure 8.16). Neverthe-
less, the ratio jox∕ jtot can reach a value which is equivalent to s= 1. These results
also show that the pH of the solution plays an important role. Other authors have
shown that the stabilization factor s decreases with increasing light intensities, as
shown first for n-GaAs electrodes by Frese et al. [66, 67]. They interpreted their
result by assuming the following reaction scheme:

S + h+ → S∙ + (8.21)

S∙ + + (m − 1)h+ +mX− → SXm (8.22)

Red + h+ → Ox (8.23)

S∙ + + Red → S +Ox (8.24)

in which S represents a semiconductor surface molecule, S∙ + a surface radical,
X− a species in the solution (e.g., OH−), and m is the number of holes required
for the complete dissolution of one surface molecule. According to the reactions
presented in Eqs. (8.23) and (8.24), it is assumed that the oxidation of the redox
system not only occurs via hole transfer from the valence band to the Red form
of the redox system but also by an electron injection from the Red form to the
surface radical S∙ +. As previously discussed, such a radical was already assumed
in various decomposition reactions as an intermediate state (see, e.g., Figures 8.10
and 8.13). Actually, the surface bond broken in the first step (Eq. (8.21)), is repaired
via the last reaction (Eq. (8.24)) which is an essential step for the stabilization of
a semiconductor electrode. The intensity dependence of s has been particularly
studied forGaP andGaAs [66–70]. Gomes and co-workers, especially, have inves-
tigated the intensity dependence in detail and have derived a reaction model [71].
The models presented by Frese et al. [66, 67], Gerischer [72] and Gomes [71], can
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Figure 8.17 Photo- and ring current at rotating electrodes (after [61]).

Figure 8.18 iox∕iph vs pH for [Fe(CN)6]4− as measured for different n-type semiconductors
(after [61]).

be summarized in one scheme, as given in Figure 8.19, in which the various vn
represent reaction rates.
The lower part of the reaction scheme describes three possible dissolution path-

ways (Eqs. (8.25) and (8.26)). Only the first step in each sequence is essential. It is
important to note that in one pathway (case A) the first step is a pure chemical re-
action, whereas in the others (case B) a hole transfer is involved. According to the
kinetics of this reaction scheme, an intensity dependence of the stability factor s
or the ratio jox∕ jtot occurs only for case B [73]. Most experiments were performed
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Figure 8.19 General scheme of a dissolution reaction (after [73]).

with n-semiconductors under anodic bias and illumination. A quantitative rela-
tion between s and light intensity was derived, and experimental data published
by various authors seem to fit this relation quantitatively [74]. The same conclu-
sion was arrived at by Gomes et al., who used a slightly different model [71]. The
corresponding kinetic equations are not presented here because evaluation of the
experimental data is not unambiguous. The reason for this is that the formation
of surface layers may also be responsible for the decrease of swhen the light inten-
sity is increasing, which was not considered in the evaluations. Such an effect is
not visible in the anodic photocurrent because the latter is only determined by the
light intensity. This can be much better controlled by studying the redox reaction
and the decomposition at a p-type electrode. At this electrode, both reactions are
majority carrier processes, that is, the corresponding dark currents are potential
dependent. If a surface film is formed upon addition of a redox system the slope
of the current–potential curve should be lowered. This actually happened, for in-
stance, with p-GaAs electrodes after addition of Fe2+ ions [75]. For further details
the reader is referred to the relevant literature [65, 73].
A particular class of electrode materials is represented by the transition metal

chalcogenides, such as n-WSe2, n-MoSe2, and others, which form layer crystals.
As already mentioned in Section 8.1.3, the basal planar surfaces of these elec-
trodes (perpendicular to the c-axis) are relatively stable. In consequence, holes
created by light excitation, are not transferred and accumulate at the surface. This
leads to a large downward shift of the energy bands, as found by Mott–Schottky
measurements [53] and as illustrated in Figure 8.20b (left and middle). The pho-
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Figure 8.20 (a) Anodic photocurrent vs electrode potential for an n-WSe2 electrode in the
absence and in the presence of a redox system. (b) Position of energy bands at the surface of
WSe2 in the dark and under illumination (after [65]).

tocurrent is due to dissolution and it starts to rise around Ufb(hν) (Figure 8.20a).
Upon addition of a suitable hole acceptor, such as [Fe(phen)3]2+, the position of
the energy bands at the surface remains nearly constant when the light is switched
on (right side of Figure 8.20b), and the photocurrent onset occurs near Ufb(dark)
(Figure 8.20a). The anodic current is only due to the oxidation of [Fe(phen)3]2+,
that is, also at a large anodic bias where anodic decomposition is found without
any redox system, as analyzed by using the RRDE technique [54]. In this case, the
stability factor is s= 1 because a shift of bands is avoided.
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8.6
Formation of Porous Semiconductor Surfaces

Since several decades it is known that n- and p-type silicon can be made porous
at the surface by anodic etching in HF solutions under conditions where Si is dis-
solved in its divalent state. Experts in this field expected for a long time that this
phenomenon would occur only at silicon because of its special dissolution prop-
erties. Meanwhile, other semiconductors have been made porous such Ge, SiC,
various III–V compounds aswell as II–VI semiconductors (see, e.g., [76, 84]). Pore
sizes (diameter and depth) ranging overmany orders ofmagnitude, were reported.
They aremainly discussed in terms ofmicro andmacro pores. The terminology is
frequently difficult to understand for newcomers in this field because most scien-
tists use the term pores even when properties of the solid branches are discussed.
Fortunately, the diameter of pores and solid branches aremostly of the same order
of magnitude which helps us to understand several publications. There is a huge
literature on the porous etching of semiconductors, and a wide range of models
have been postulated to describe the various systems. These models have been
reviewed by Chazalviel and coworkers, who classified them in terms of chemical
models, physicalmodels, and simulation approaches [84]. Themechanismof pore
formation and nucleation, however, is still unclear [76]. A detailed discussion of
the present models is beyond the scope of this chapter.
More interesting is the influence of the porosity on the properties of photo-

electrodes. When the dimensions of the porous structures are comparable to the
wavelength of incident light, then the latter is scattered and internally reflected
within the porous layer. In consequence the light is more effectively absorbed
than in a nonporousmedium, leading to a smaller penetration depth. In addition,
light absorbed in a porous surface layer generates minority carriers close to semi-
conductor–electrolyte interface. The efficiency of minority carrier transfer which
competeswith the recombination of electrons and holesmay be be increased. This
has been nicely illustrated for anodic photoreactions at n-type GaP electrodes as
shown in Figure 8.21 [85]. This figure represents the spectral dependence of the
photocurrent quantum efficiency vs the energy of the incident light. In the case of
a very well polished electrode, the photocurrent onset occurs close to the direct
bandgap (Eg = 2.76 eV) and a quantum efficiency of unity was found for high pho-
ton energies. Below 2.76 eV also some absorption is expected because of the indi-
rect bandgap (Eg = 2.24 eV). In such a range, however, the absorption is week and
the penetration depth of light (1∕α < 10 μm at 2.4 eV) is considerably larger than
the diffusion length of holes in n-GaP.Accordingly, recombination is the dominat-
ing process. In the case of porous n-GaP the absorption occurs completely within
porous layer if the dimensions are small enough. This makes possible an efficient
hole transfer even for small absorption coefficients.
Another interesting observation has been made with porous Si films when the

diameter of the branches were made really small (nanometer size). Here a shift
of the absorption edge was found [25]. In addition, Canham demonstrated very
surprising luminescent properties of this material [26]. Bulk silicon which has an
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Figure 8.21 The dependence of the photocurrent quantum yield on the photon energy of a
polished n-GaP electrode (dashed curve) and the same electrode after porous etching (solid
curve) 16C cm−2, 10 V vs SCE in 0.5M H2SO4 solution at 1 V vs SCE (after [76]).

indirect bandgap, shows only very weak photoluminescence in the IR range.With
porous silicon, on the other hand, gives a broad strong emission band in the visi-
ble range. In addition, electroluminescence was generated in the same wavelength
range by injection of holes from a redox system such as S2O2−

8 ∕SO2−
4 [28] (com-

pare also with Section 7.7.2). This discovery has initiated extensive research on
this phenomena [27]. Such results have been attributed by a number of groups to
quantization effects resulting from the very small diameter of the Si branches in
the porous film [28]. On the other hand, Brandt et al. suggested that the visible
luminescence is due to siloxenes which may be formed during porous Si prepara-
tion [29]. However, a growing consensus has emerged for explaining the lumines-
cence by quantum confined structures because the luminescence from porous Si
passivated with oxygen rather thanwith hydrogen has ruled out SiHx species [30],
and the absence of Si–O bonding in X-ray absorption data from porous Si has
ruled out siloxenes [31]. Further details on quantization effects are given in Chap-
ter 9.
The exciting prospect of incorporating optical functions into Si integrated cir-

cuitry has led to the great interest in porous Si. Besides investigations of the phys-
ical properties, the mechanism of pore propagation has also been studied (see,
e.g., [32]). As already mentioned above, there is still not sufficient information
about pore initiation on the flat surface of a Si single crystal.
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Chapter 9
Photoreactions at Semiconductor Particles

During the last 15 years, many investigations have been performed with semi-
conductor particles or nanocrystals (NC), either dissolved as colloids or used as
suspensions in aqueous solutions. Recently, films of nanocrystalline layers have
also been produced which were used as electrodes in photoelectrochemical sys-
tems. Essential results have already been summarized in various reviews [1–9].
All kinds of systems, containing small or large particles have been used in various
investigations. In this chapter, the essential properties of semiconductor particles
will be described. Small particles, that is, nanocrystals, are of special interest be-
cause of quantum size effects.

9.1
Quantum Size Effects

Themost striking observationwith small semiconductor nanocrystals is the spec-
tacular change in their absorption spectra when the size of the particles comes
into the nanometer range. This becomes quite obvious with semiconductors with
a low bandgap. For instance, Cd3As2 has a bulk bandgap of 0.13 eV and the ab-
sorption edge appears at λ = 1250 nm. With corresponding nanoparticles with
a diameter of about 300 Å, however, the absorption edge was found at around
λ = 300 nm. As is known from elementary quantum mechanics, when the sizes
of semiconductor particles are comparable to or smaller than the de Broglie wave-
length, the density of electronic states decreases, that is, the allowed energy states
become discrete rather than continuous. The critical dimension for quantization
effects to appear depends on the effective mass, m∗, of the electronic charge car-
rier. For instance, the critical dimension is about 300Å form∗ ∼ 0.05; it decreases
more or less linearly with increasing m∗.
Charge carriers in semiconductors can be confined in one spatial dimen-

sion (1D), two spatial dimensions (2D), or three spatial dimensions (3D). These
regimes are termed quantum films, quantum wires, and quantum dots as illus-
trated in Figure 9.1. Quantum films are commonly referred to as single quantum
wells (SQWs), multiple quantum wells (MQWs), or superlattices, depending on
the specific number, thickness, and configuration of the thin films. These struc-

Semiconductor Electrochemistry, Zweite Auflage. Rüdiger Memming.
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Figure 9.1 Quantization configuration types in semiconductors depending upon the dimen-
sionality of carrier confinement (after [2]).

tures are produced bymolecular beam epitaxy (MBE) and metalorganic chemical
vapor deposition (MOCVD) [2]. The three-dimensional quantum dots are usually
produced through the synthesis of small colloidal particles.
Some fundamental differences exist for the three types of quantization. In par-

ticular, the densities of electronic states (DOS) as a function of energy are quite
different, as illustrated in Figure 9.2. For quantum films the DOS is a step func-
tion, for quantumdots there is a series of discrete levels and in the case of quantum
wires, the DOS distribution is intermediate between that of films and dots. Ac-
cording to the distribution of the density of electronic states, nanocrystals lie in
between the atomic and molecular limits of a discrete density of states and the
extended crystalline limit of continuous bands. With respect to electrochemical
reactions or simply charge transfer reactions, quantum films and dots are of spe-
cial interest. The quantization effects for these types will be derived inmore detail
in the next two sections.

9.1.1
QuantumDots

In extended semiconductors, the energy states of electrons form energy bands.
Light excitation leads to the formation of electron–hole pairs. As already dis-
cussed in Section 1.2, electrons and holes undergo a Coulomb interaction and
can form excitons (Wannier excitons). Their energy states are located just below
the conduction band (Figure 1.9). In bulk materials, the bonding energy of these
excitons is small (usually < 0.03 eV) and their radius is large (see Figure 1.9). At
room temperature, the excitons easily dissociate into free carriers so that elec-
trons and holes move approximately independently within the crystal. Brus and
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Figure 9.2 Density of states (DOS) functions for quantum films, quantum wires, and quantum
dots (after [2]).

others [11–14] have reasoned that photogenerated electron–hole pairs can be
physically confined, that is, the radius of the exciton becomes smaller than the
particle diameter. The radius of an exciton in the bulk can be calculated from the
relation Rexc = (h2ε∕4π2E2)(1∕m∗

e + 1∕m∗
h)

−1. (The exciton radius corresponds
to the Bohr radius of an electron in a H atommodified by introducing a dielectric
constant and a reduced mass.) Typical values for some bulk semiconductors are:
43Å (Si), 28Å (CdS), 125Å (GaAs), 100Å (InP). In the case of very small parti-
cles, strong confinement leads to an increase in the electronic energy levels, and
discrete energy states instead of bands are formed. These energy states are also
usually termed excitons although the electrons and holes move freely within the
particle.
The size effect is generally described by the quantum mechanics of a “particle

in a box.” The Schrödinger equation used in the simplest approach is given by

𝜕2ψ
𝜕r2

= −8πm
h

(E −∞)ψ = 0 (9.1)
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where the wave function is zero outside the box, and inside the box

ψ = C1 exp(iξ) + C2 exp(−iξ) (9.2a)

with

ξ = (2mE)1∕2 2πr
h

(9.2b)

Solving Eq. (9.1) yields the familiar result

E = h2
8mR2 n n = 1, 2, 3… (9.3)

when using spherical coordinates (m=electron mass; R=particle radius).
This equation satisfies the boundary condition of continuity at r = R. The

change of energy levels when particles are made small, is schematically shown
in Figure 9.3. A full quantum mechanical treatment of the problem was reported
by Brus [13]. Taking into account the fact that the exciton consists of an electron–
hole pair, it is advantageous to formulate the Schrödinger equation as follows:[

− h2
8π2me

∇2
e

h2

8π2m2
h

∇2
h + V0

]
Φ = EΦ (9.4)

Using the wave function Φ = ψi(re)ψi(rh), one can solve Eq. (9.4). Taking the
vacuum level as a reference value at infinity (V 0 =∞) one obtains for the energy
of the lowest excited state (equivalent to the lower edge of the conduction band)

E(R) = Eg +
h2

8m0R2

[
1
m∗

e
+ 1

m∗
h

]
− 1.8e2

eR
(9.5)

in whichm0 is the electron mass in vacuum, and m∗
e and m∗

h are the reduced ef-
fective mass, respectively. This derivation is the so-called effective mass approxi-
mation in which the confined exciton is treated as one particle with the reduced
mass m∗ = (1∕m∗

e + 1∕m∗
h)

−1. The use of an effective mass concept is very com-
mon in solid state physics, as discussed in Chapter 1. Brus has also considered
the Coulomb interaction between electron and hole as given by the last term in
Eq. (9.5) (for details of the derivation see [13]). Asmentioned before, it is assumed
in Eq. (9.5) that the semiconductor particle consists of a spherical boxwith an infi-
nite potential drop at its wall. In the real world, however, this potential drop must
be finite as pointed out by Weller and Henglein [15]. These authors assumed an
energy difference between the lower edge of the conduction band of the particle
and the vacuum level of V0 = 3.8 eV in aqueous systems. This is actually an up-
per limit because water has acceptor levels for excess electrons below the vacuum
level. The introduction of V0 = 3.8 eV slightly reduces the apparent particle size
required to see the same effect as with V0 = ∞.
When experimental data are compared with the theory then values of the ef-

fective masses,m∗
e andm∗

h, as determined for extended semiconductors, are usu-
ally inserted into Eq. (9.5). Taking CdS as an example, the shift of the bandgap,
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Figure 9.3 Molecular orbital model for different particle sizes (after [84]).

Figure 9.4 The solution of Eq. (9.4) plotted
as the shift above Eg = 2.8 eV for CdS parti-
cles (solid line). Data points are experimental
results. Particle size was determined from

transmission electron microscopy studies. CdS
was prepared as an aqueous colloid stabilized
with sodium hexametaphosphate (after [2]).

ΔE = (E(R) − Eg), is given for several particle sizes in Figure 9.4. The theoreti-
cal curve (solid line) was calculated using Eg = 2.42 eV, m∗

e = 0.21, m∗
h = 0.8,
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ε = 5.4 [2]. Similar results have been obtained by Weller et al. [15]. According to
Eq. (9.5), large shifts of bandgaps are only expected for semiconductors having an
effective mass considerably smaller than unity. This is not always the case; some
materials have m∗ values where m∗ > 1, such as TiO2 with m∗

e = 30. In the latter
case, no quantization was observed. This is important to realize because many
photocatalytic reactions have been investigated only with regard to TiO2.
There is still much controversy in the literature on the applicability of the effec-

tive mass model to small clusters [2]. Some authors claim that it is applicable for
clusters containing as few as 100 atoms, whereas others have shown that large er-
rors occur between theoretical and experimental values of the bandgap shift. The
effective mass approximation overestimates the bandgaps, and the error can be
quite large (≫ 1 eV) at very small particle sizes (< 15–20Å). Another approach to
the problem is still to use the effective mass approximation but to adjust the effec-
tive mass in the region of small-sized particles. The effective mass model cannot
take account of sharp changes in potentials and thus it cannot address a micro-
scopic atomic structure. Other models which use pseudopotentials [17] or tight
binding calculations [18], provide better agreement between predicted and ex-
perimental bandgaps for CdS and CdSe quantum dots at very small cluster sizes
(R < 15–20Å) (see, e.g., [21]). Zunger discussed the problem of applying the ef-
fective mass model [16]. He emphasized that the effective mass model is very suc-
cessful in describing spectroscopy and transport phenomena in two-dimensional
quantum well structures. Its success in describing quantum dot properties, while
impressive in some cases, is frequently clouded because there are too many ad-
justable parameters. Zunger and his group developed a model using the same
conceptual methods with which bulk solids have successfully been treated in the
past [19].
They included a real atomistic surface of the nanostructure in the description

instead of an infinite potential barrier. They created an artificial 3Dperiodic lattice
so that ordinary band-theorymethodology could be applied (see, e.g., [16, 19, 20]).
This model describes, for instance, the dependence of bandgap vs particle diame-
ter very well for CdSe, InP, and Si [19, 20] as proved by appropriate experimental
results. These models cannot be discussed here in more detail; further informa-
tion is given in [2, 16].
It should be emphasized here that experimental data about bandedge shifts or

the complete spectra can only be obtained with colloidal solutions which have a
sufficiently narrow size distribution. Monodispersive samples were obtained by
selecting a proper synthesis method (see e.g., [22, 23]) or by size fractionations
such as gel-electrophoresis and selective precipitation [87, 88]. One example is
the absorption of InP colloids with different diameters [23] (Figure 9.5). In many
cases, the particle sizes were determined by transmission electron microscopy
(TEM). It should also be mentioned here that in most cases cluster growth oc-
curs, that is, the bigger particles grow at the expense of the smaller ones, which
can easily be detected in the absorption spectrum. In order to avoid agglomera-
tion, most semiconductor clusters were prepared in the presence of a polyanionic
stabilizer such as polyphosphate or colloidal SiO2 [1, 2, 7]. In the first case, the
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Figure 9.5 Absorption (solid line) and global photoluminescence (dotted line) spectra at
298K for an aqueous colloidal solution of InP with different mean diameters. Photoexcitation
at 2.48eV (after [23]).

ionic end is locked to the semiconductor surface. If reactions between particles
and organic substances are being studied, then long-chain hydrocarbon stabiliz-
ers are avoided. In this case, one uses semiconductor particles grown on SiO2
colloids, a process which seems to work without many problems.
Particles of different sizes also have different fluorescence spectra. In general the

emission is shifted toward higher energies with decreasing particle size as shown
for bandedge emission at InP dots in Figure 9.6 [23]. The mechanism of excitonic
emission seems to be complex [7] and cannot be treated here. For instance, the
single emission peak in Figure 9.6 was only observed after etching the dots in a
methanolic solution containing 5% HF. It was assumed that fluoride ions filled
phosphorus vacancies on the InP surface. The etching also led to an increase of
the fluorescence quantum yield up to 30%. In addition, an electron or hole can be
trapped in surface states which leads to radiationless recombination. Fortunately,
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Figure 9.6 Absorption and emission spectra of HF-treated InP quantum dots at 300 K with
different particle diameters (after [23]).

in somematerials there are ways of blocking these surface sites. Taking CdS quan-
tum dots as an example, it has been found that a strong fluorescence of a high
quantum yield (φ = 0.2) and a narrow excitonic type of spectrum occurred when
the pH of the solution was increased to pH= 11 and Cd2+ was added. This effect
was interpreted as the bonding of the Cd2+ at S∙ − surface sites, a process by which
the surface state disappeared [25]. Other examples are given in Section 9.2.4.
Another interesting material is silicon because of its indirect bandgap. The

question is whether the indirect gap develops with size in the same way as the di-
rect gap. According to quantitative studies performed by Brus et al., the bandgap
and luminescence energy correspondingly increased to about 2 eV as the size
of the Si particles decreased to 10–20Å in diameter [26]. The absorption spec-
trum also remained completely structureless in the range around 3.5 eV where
the absorption of bulk Si shows a maximum (direct gap). Since the square root
of absorption was linear with increasing photon energy it was concluded that
the absorption remained indirect-gap-like (see also Chapter 1). This conclusion
was supported by the result that phonon structures in the absorption and lumi-
nescence spectra were found which are typical for indirect gap transitions. It is
important to realize that the spectroscopic and dynamic data of porous Si are
similar to the data of Si nanocrystals, as already briefly mentioned in Section 8.6.
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Both show indirect-gap-type excitation and size-selective luminescence spectra
in the range around 700nm [27, 28].
The quantization effect in Si is smaller than in CdS or CdSe because Si has

a larger electron effective mass (see Appendix A.4). The highest possible gap is
about 2.5 eV for a 10-Å Si particle. There has been a goal of making porous Si
sampleswhich luminescence in the green and blue regions (2.5–3.5 eV). However,
according to the data given above, this is not possible.

9.1.2
Single Crystalline Quantum Films and Superlattices

Quantum films are usually produced in a periodic sequence of sandwich type of
two semiconductors, one with a small, the other with a large bandgap, as illus-
trated in Figure 9.7a. They can be produced with much higher precision than
quantum dots of a narrow size distribution. This is possible by using MBE for
deposition of the layers [2]. The resulting heterojunctions and their correspond-
ing bandedge discontinuities produce a potential well of thickness Lw and a bar-
rier of thickness Lb. Quantization effects have been found for film thicknesses
ranging around 15–300Å. Discrete energy levels are formed for electrons and

Figure 9.7 Difference between MQW structures (barriers > 40Å) and superlattices (barriers
< 40Å); miniband formation occurs in the superlattice structure (after [22]).
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holes in their respective quantum wells, in accordance with the solution of the
Schrödinger equation. If a system is produced with thick barrier layers, the elec-
tronic wave functions in the wells do not interact; that is, the wells are electron-
ically decoupled. Such structures are referred to as MQW [2, 6]. If the barrier
layers are made sufficiently thin so that electron tunneling can occur, then the
wave functions of each well interact and the quantum states of each well couple
to produce delocalized but quantized states across the whole structure. This cou-
pling leads to minibands as illustrated in Figure 9.7b. This configuration is termed
as superlattice [7].
Quantum films represent a beautiful physical example of the particle in the box

problem. The energy levels of the conduction band electrons in the electron well
(MQW) can be easily calculated using the envelope function or the effective mass
approximation [6]. The electron wave function ψn is then [29–31]

ψn =
∑
w,b

eikrUw,b
k (r)φn(z) (9.6)

where “w” and “b” refer to well and barrier, respectively; k is a transverse electron
wave vector (see Chapter 1); z is the growth direction, and φn(z) is the envelope
wave function. In this case, an energy profile,Uw,b

k (r), in thewell or in the barrier is
assumed as given by the Bloch function (compare with Section 1.2). The envelope
wave function is determined from the Schrödinger equation(

ℏ
2m∗

δ2
δz2

+ Vc(z)
)
φn(z) = Enφn(z) (9.7)

where Vc(z) is the potential barrier function and En is the quantized energy levels
in thewell. Assuming an infinitely deepwell, the solution of Eq. (9.7) is very simple
since the wave function must be zero at the well–barrier interfaces. This leads to
the well-known solutions for the particles in a box:

ψn = A sin
(
nπz
Lw

)
(9.8)

and for the energy levels

En = ℏ
2m∗

(
nπ
Lw

)2

n = 1, 2, 3… (9.9)

The calculation of hole levels is much more complicated because the band struc-
ture of most semiconductors shows hole bands of fourfold degeneracy at k = 0.
This leads to light and heavyholeswith different effectivemasses (see Section 1.2).
Consequently, a double set of energy levels is formed in a quantum well.
A further theoretical analysis of the quantum film shows that the density of

states (DOS) is given by [2]

N(Eqf) =
nm∗

πℏ2 (9.10)
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Figure 9.8 Photoluminescence excitation spectrum of a quantum well structure with
parabolic potential barriers (after [85]).

(Compare with the DOS of an extended semiconductor as given by Eq. (1.24).)
A plot of N(E)qf vs energy consists here a series of steps (Figure 9.2). Since the
absorption is proportional to the density of states in the conduction and va-
lence band, the absorption spectrum of a quantum film should consist of a series
of steps. The position of these steps corresponds to transitions between quan-
tum states in the valence and the conduction band following the selection rule
Δn = 0. Here the exciton binding energy is also considerably increased (compare
with quantum dots in Section 9.1.1) and becomes stable at room temperature
because the width of the well is smaller than the exciton diameter. Thus, the
absorption spectra of quantum wells can be expected to show exciton peaks
which occur at energies below the step. Such spectra have indeed been found
by several researchers [32–34]. Corresponding spectra were analyzed using the
photoreflectance method or by measuring the excitation spectrum of the lumi-
nescence as shown in Figure 9.8. In the latter case, the luminescence was detected
at Eph = 1.53 eV whereas the excitation energy was varied over the range 1.52–
1.72 eV. The peaks correspond to transitions from discrete levels in the valence
band to empty levels in the conduction band. (Compare with the quantum well
structure in Figure 9.7).

9.1.3
Size Quantized Nanocrystalline Films

There are also various techniques for producing semiconductor films consisting of
nanocrystalline particles. These filmsmay exhibit size quantization characteristic
of the individual particle, depending on the effectivemass of the semiconductor as
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Figure 9.9 Optical transmission spectra of CdSe films deposited at different temperatures in
the presence and absence of illumination: solid curves, 6, 24, and 55 °C, dark; dashed curves, 6
and 55 °C, illuminated; dotted curve, 24 °C, illuminated (after [35]).

described above. For instance, CdS and CdSe films have been prepared by chem-
ical deposition or by electrodeposition [35, 36]. Interestingly, rather thick layers
(100–300nm) containing particles with a diameter of 5–10nm, were obtained.
According to TEMmeasurements, the particle size decreased when the substrate
temperature was lowered during deposition [35]. A corresponding shift of the ab-
sorption due to size quantization was still visible as shown in Figure 9.9. Also,
thermal treatment of layers led to stronger aggregation and crystallite growth.

9.2
Charge Transfer Processes at Semiconductor Particles

9.2.1
Reactions in Suspensions and Colloidal Solutions

In principle, the same electron reactions should occur at particles and bulk elec-
trodes. One essential advantage of using particles is the large surface. The pho-
togenerated charge carriers in a particle can easily reach the surface before they
recombine, so that fairly high quantum yields can be expected. However, one dif-
ficulty arises insofar as two reactions, oxidation and reduction must always oc-
cur simultaneously, as indicated in Figure 9.10. Otherwise, the particles would
be charged up, which would lead to a complete stop of the total reaction. Ac-
cordingly, the slowest process determines the rate of the total reaction. A particle
actually behaves like a microelectrode, always kept under open circuit potential,
at which the anodic and cathodic currents are equal. At extended electrodes, the
partial currents are mostly rather small under open circuit conditions, as the ma-
jority carrier density at the surface is small because of the depletion layer below
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Figure 9.10 Electron and hole transfer at (a) large and (b) small semiconductor particles to an
electron acceptor A and donor D.

the semiconductor surface, as illustrated in Figure 9.10a. The thickness of such a
space charge layer depends on the doping and on the potential across the space
charge layer (see Eq. (5.31)). Taking a typical value such as n0 = 1017 cm−3 and
φsc = 1V, the thickness of the space charge layer is about 10−5 cm. No space
charge layer exists, of course, in much smaller particles of diameter d ≪ dsc (Fig-
ure 9.10b). At first sight, one may expect that the electron transfer at the interface
of bigger particles would be limited to a very low rate because of the large upward
band bending. This is not true because upon light excitation, a few holes may
be transferred to an electron acceptor in the solution, which leads to a negative
charging of the particle which reduces the positive space charge. The latter effect
causes a flattening of energy bands (see the dashed line in Figure 9.10a), which is
equivalent to a negative shift of the rest potential of an extended electrode upon
light excitation This leads to a higher electron density at the surface and to a cor-
respondingly greater transfer rate [5]. Most investigations have been performed
withmuch smaller particles (d ≪ dsc)which can be treated almost likemolecules.
However, the positions of energy bands are still determined by the interaction of
the semiconductor with the solvent and are still inmost cases dependent on pH as
described in Chapter 5. Whether the stabilizer frequently used for small particles
influences the band position has not been investigated.
When electron–hole pairs are produced by light excitation in a small particle

(d ≪ dsc), electrons and holes can easily be transferred to an electron and a hole
acceptor, respectively, provided that the energetic requirements are fulfilled. The
quantum efficiency of the reaction depends on the transfer rate at the interface,
on the recombination rate within the particle and on the transit time. The latter
can be obtained by solving Fick’s diffusion law. The average transit time within a
particle of a radius R has then been obtained as [37]

τtr =
R2

π2D
(9.11)
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Taking typical values of D ≈ 0.1 cm2 s−1 and R = 10 nm, the average transit time
is only about 1 ps. This time is much shorter than the recombination time so that
electrons and holes can easily reach the surface.
As discussed in Chapter 7, fundamental aspects of charge transfer reactions at

extended electrodes havemainly been studied by using simple one-step redox sys-
tems which are reversible. There is no point in studying such reactions at colloidal
particles, because a redox system being oxidized by a hole would be immediately
reduced by an electron transferred from the conduction band. Therefore, only ir-
reversible reactions of organic compounds have been investigated. As mentioned
before, stabilizers such as SiO2 or polymers have frequently been used in order
to avoid conglomeration of particles in the solution. The usage of polymers may
lead to problems in studies of charge transfer processes because they can also be
oxidized by hole transfer.
Charge transfer reactions havemainly been studied with regard to colloidal par-

ticles of TiO2, and to some extent with regard to metal sulfides such as CdS. Illu-
mination of CdS colloids in aqueous solutions saturated with oxygen has led to a
relatively fast anodic corrosion according to the reaction [38]

CdS + 2O2 + hv → Cd2+ + SO2−
4 (9.12a)

The role of O2 is here twofold: firstly it acts as an electron acceptor, secondly it
is involved in the anodic corrosion reaction leading to the formation of SO2−

4 .
This is in agreement with the results obtained with CdS electrodes as discussed
in Section 8.1.3. Interestingly, the corrosion rate was considerably reduced after
treatment of the particles in a solution of Cd2+ ions, which led to a blocking of
S1− or HS radical sites at the surface, as already described in Section 9.1.1 [39].
Obviously, the formation of S1− radicals by holes is hindered. In the absence of
O2, CdS was not photodissolved although it is possible from the point of view of
energetics that H2 was formed instead of reducing O2 in the cathodic reaction.
This could be either due to a low rate or to the formation of sulfur on the CdS
surface which also affects further hole transfer. In addition, it has been shown
that the dissolution rate even in the presence of O2 is strongly increased upon
the addition of methyl viologen as a further electron acceptor [40]. On the other
hand, CdS undergoes cathodic dissolution in the absence of O2 during illumina-
tion when sulfite, for example, is used as a hole acceptor. The overall reaction is
then [41]:

CdS + SO2−
3 +H2O → Cd0 + SO2−

4 + SH− +H+ (9.12b)

These examples show clearly how reaction routes vary upon changes in the com-
position of the solution and that it is rather difficult to get information on the
rate-limiting step.
CdS particles or suspensions were the subject of many investigations for a pe-

riod of time (1980–1985) because Grätzel et al. concluded from their experiments
that photoelectrolysis of H2O occurred at CdS particles [42]. The relevant exper-
iments were performed with particles loaded with two kinds of catalysts, namely
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with Pt for H2 formation and RuO2 for the formation of O2. It was shown, how-
ever, that O2 could not be formed at CdS and that corrosion is the only anodic
reaction [43].
TiO2 is a very suitablematerial because it is more stable thanCdS. Thequantum

size effect is small because of the large effectivemass. The associated colloids have
mainly been used in studies of the oxidation and reduction of organic compounds,
and TiO2 colloidal solutions or suspensions are applied to the photocatalyticmin-
eralization of organic waste material, as described in Section 11.2. In order to get
more insight into the primary reaction steps, the formation of intermediate states
at the surface of the TiO2 particles was studied using photoflash techniques (see
Section 4.6). The experiments were performed with low laser intensities to keep
the density of photons absorbed by the colloidal solution smaller than the density
of particles. The average particle size used in these experiments, was usually 2–
5 nm in diameter. In the reactions involved, the organic molecules were oxidized
by transfer of photoexcited holes and O2 was reduced by transfer of photoexcited
electrons.
Two rather featureless transient spectra were found upon a nanosecond laser

flash, namely one peaking around 650nm if polyvinyl alcohol was used as a hole
scavenger (Figure 9.11), and another one peaking around 430nmwhen platinized
particles were used in the presence of O2 (Figure 9.12) [44]. Since the long wave-
length absorption around 650nm was reduced by adding an electron acceptor
such as O2 to the solution or by depositing Pt islands on TiO2, this absorption
was interpreted as the excitation of electrons trapped in surface states. Simi-
larly, the short wavelength peak in Figure 9.12 was related to the absorption of
trapped holes [44]. Concerning the nature of electron and hole trapping cen-
ters, several problems arise. Assuming that the absorptions of trapped electrons
around 650 nm (1.7 eV) and of holes at 430nm (2.7 eV) correspond to transitions

Figure 9.11 Transient absorption spectrum of trapped electrons in 6.3×10−3 mM TiO2 colloids
in solutions containing 5 × 10−3 M polyvinyl alcohol (hole acceptor) at pH 10 after a laser flash.
Inset: time profile of the absorption (after [44]).
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Figure 9.12 Transient absorption spectrum of trapped holes in TiO2 particles loaded with Pt
islands (3.6M TiO2 and 1.6M Pt) at pH 2.5 after a laser flash. Inset: time profile of the absorp-
tion (after [44]).

between the classical surface states and the conduction and valence band, re-
spectively, these surface states should be located near the middle of the bandgap
(Eg = 3.1 eV). This assignment, however, cannot be correct for the following rea-
son. Experimentally, it has been found that the reduction of O2 occurs via transfer
of trapped electrons (see below). This process would not be possible thermody-
namically if the electrons originate from an energy state which is 1.7 eV below
the conduction band of TiO2 because the surface state would be located below
the standard potential of the couple O2/H2O. Accordingly, it has been assumed
that the absorption is due to an excitation of a trapped electron within a surface
molecule such as a hydrated Ti(III) molecule (t2g→eg transition) [45]. In the case
of the trapped holes, the corresponding optical transition was correlated with an
excitation within a peroxide formed at the surface [46].
According to investigations with an ultrafast laser excitation, the analysis of the

transient spectra in the picosecond range has shown that electrons and holes pro-
duced by light excitation were trapped very rapidly [47, 48]. These trapped elec-
trons and holes recombine if no corresponding acceptors are present in the so-
lution. In the case of pure TiO2 particles, the transient absorption (TA) due to
excitation of trapped electrons was found to decay exponentially in the microsec-
ond range. Since this decay time decreased with increasing O2 concentrations, it
was concluded that the trapped electrons were transferred to O2 [45]. The latter
process is rather slow; a second-order rate constant of about 7 × 107 lmol−1 s−1
was obtained. The quantitative analysis was difficult because of the large overlap
of the two transient spectra.
The kinetics of hole transfer is somewhat different. It could be studied very well

with Pt/TiO2 because here the electrons are rapidly transferred to the Pt islands so
that a pure hole spectrum (Figure 9.12) remains after about 1 μs. The correspond-
ing decay curves in the presence of dichloroacetate (DCA) as a hole acceptor are
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Figure 9.13 Transient absorption vs time ob-
served upon laser excitation (λex = 355nm)
in TiO2 colloids loaded with Pt at 500nm, in
the presence of various concentrations of

dichroroacetate (DCA) (hole acceptor): pH 2;
aqueous air saturated solution, 1.0M colloidal
TiO2/Pt (1%) particles; absorbed photon con-
centration per pulse, 1.6 × 10−5 M (after [45]).

given in Figure 9.13 for different DCA concentrations [45]. Interestingly, the ab-
sorption signal decreased when theDCA concentration was increased. The decay
time, however, remained unchangedwhich could be seen after the signal had been
normalized to equal heights. The decay occurred over a period of hundreds ofmi-
croseconds; it could not be fitted by a simple exponential rate law. Since the decay
time was not affected by the hole acceptor (DCA), holes trapped in states at the
surface could not be transferred to DCA. Accordingly, only free holes primarily
produced by light excitation, must be transferred to the DCA molecules before
they are trapped [45]. Hence, the hole transfer to DCAmust be very fast. Further
kinetic investigations have shown that the high rate was due to DCA molecules
adsorbed on the TiO2 particles. In summary, we have then

TiO2 + hv → e− + h+ (9.13)

e− → e−tr (9.14a)

h+ → h+tr (9.14b)

The recombination of the trapped species is given by

e−tr + h+tr → TiO2 (9.15)

The cathodic and anodic reactions are given by

e−tr +O2 → O−
2 (9.16a)

h+ +DCA → DCA∙ + (9.16b)

According to this scheme, reaction (9.16b) competes with (9.14b).
As illustrated for various colloidal solutions, two acceptors are always required,

one for electrons and the other for holes, when charge transfer processes are stud-
ied. Some are fairly effective, while others not. This is not only determined by the
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Figure 9.14 Scheme for an electron transfer from an excited particle to a metal collector elec-
trode in the absence (a) and in the presence (b) of a redox couple (after [49]).

appropriate constants, but also adsorption seems to play an essential role (see
also Section 9.2.4). In another experiment, two Pt electrodes were installed in the
colloidal solution, with one electrode (collector electrode) acting as an electron
acceptor as illustrated in Figure 9.14. The corresponding experiments were per-
formed by Chen et al. using FeS2 colloids [49]. Here the hole produced by light
excitation was transferred to a hole acceptor (R), whereas the electron remained
in the particle until the particle reached the Pt electrode via diffusion (case A in
Figure 9.14). The currents resulting from the electron transfer from the colloids
to the electrode, depended strongly on the hole acceptor added to the solution.
Accordingly, the kinetics of the hole transfer were rate determining in this case.
For low rates, most electron–hole pairs recombine. Relatively large photocurrents
were obtained with S2− as a hole acceptor in the solution. In the case of other hole
acceptors, such as tartrates, the current was very low and could only be increased
by also adding an electron acceptor like methyl viologen (MV2+) to the solution.
The redox coupleMV2 + ∕1+ then acted as a mediator (case B in Figure 9.14) [49].
As already mentioned, photoreactions have frequently been studied at semi-

conductor particles loaded with a catalyst such as ametal (Pt) or metal oxide (e.g.,
RuO2). Such catalysts enhance the reaction rate, and sometimes other products
were formed [50]. Although it is generally assumed that noble metals, Pt for in-
stance, catalyze a reduction process such as H2 formation, it is impossible to ob-
tain an experimental proof of whether the reduction or oxidation occurs via the
catalyst. Several years ago, a semiconductormonograinmembrane techniquewas
developed by which the particles were fixed as illustrated in Figure 9.15 [51]. This
technique made it possible to load one side of the membrane with a catalyst or
both sides with different catalysts. Using a two-compartment cell in which both
are separated by the membrane, it is possible to determine whether the product
is formed on the free or on the catalyst-loaded side. One example is the charge
transfer at a CdS membrane where one side is loaded with RuO2. S2− ions were
only added to one compartment, either to the left or to the right side of the mem-
brane (Figure 9.15). The electrons produced by light excitation were used for the
formation of H2, whereas the corresponding holes oxidized S2−. According to the
analysis of the products during and after illumination, H2 was only found in the
compartment with the catalyst side of the membrane. The highest yield was ob-
tained with the bare CdS surface contacting the S2− solution [51]. It is interesting
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Figure 9.15 Reactions at semiconductor monograin membranes (after [43]).

Figure 9.16 Energy band model for particles embedded in a monograin membrane (compare
with Figure 9.15; after [43]).

to note that RuO2 acts here as an electron acceptor although it is a typical cata-
lyst for O2 formation. However, it has to be realized that the catalyst is in contact
with the semiconductor which influences the barrier height. Obviously, the bar-
rier height is rather small at the CdS–RuO2 interface so that electrons are easily
transferred to the catalyst and from there on to protons (Figure 9.16).
The monograin technique has only been applied so far to CdS and SiC. Since

the production of the monograin membranes is not easy and rather big particles
(≈ 10 μm) are required, this technique has not been used much yet.

9.2.2
Photoelectron Emission

When solutions of CdS colloids containing no additional electron and hole ac-
ceptor in the solution are exposed to a high intensity laser flash, a rather large ab-
sorption of an intermediate is observed around 700nm, similar to that described
for the laser excitation of TiO2 in the previous section. The absorption spectrum
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Figure 9.17 Transient spectrum of hydrated
electrons produced by a strong laser pulse
in ZnS/CdS (3 : 1) co-colloids in the presence
of Na2S as a hole acceptor. Concentrations:

4 × 10−4 M ZnS/CdS and 2 × 10−3 M Na2S in
H2O. Inset: decay of absorption signal after the
laser pulse (after [54]).

of the intermediate is given in Figure 9.17 [52]. It is not due to trapped electrons
and holes but it is identical to the well-known spectrum of hydrated electrons as
proved by radiolysis experiments [52]. The half-life of the hydrated electrons is a
few microseconds. In the presence of typical hydrated electron scavengers, such
as oxygen, acetone, or cadmium ions, the decay of the intermediate becamemuch
faster.
This is a rather surprising result because the standard potential of e−aq is E

0 =
−2.9 eV (vs the normal hydrogen electrode (NHE)) whereas the conduction band
was found between Ec = −0.9 and –1.5 eV depending on the purity of the CdS
surface (see Section 8.1.3). Accordingly, the excitation of a single electron in a
particle should never reach the energy required for an electron transfer into the
solution. It is interesting to note that this process can compete with an electron
transfer to a proton which is even more favorable from the energy point of view
because the conduction band occurs above E0(H+∕H2). This estimate was the first
indication for a two-photon excitation mechanism.
Photoelectron emission was only found in aqueous solutions. No e−aq formation

was observed in acetonitrile or alcohol solutions. It has also been reported that the
electron emission occurred only with CdS colloids stabilized by polyphosphates
or colloidal SiO2. The negative charge of the stabilizer prevents the emitted elec-
tron from rapid return to the particle by electrostatic repulsion [3].
A quantum yield of about 0.07 electrons emitted into the solution per absorbed

photon was found. Interestingly, this value exceeds, by several orders of magni-
tude, the yields encountered in photoemission experiments with compact semi-
conductor electrodes [53]. This result indicates that the particle size may be im-
portant and indeed it was found that the e−aq absorption occurs only with small
particles (nm range) and the absorption coefficient increasedwith decreasing par-
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Figure 9.18 Laser-induced photoelectron emission from CdS particles: absorption of emitted
electrons and remaining holes as a function of absorbed photon concentrations (after [54]).

ticle size [54]. Henglein et al. related the latter result to the quantization effect
insofar as the rate of the competing thermalization of the electron within the par-
ticle was also reduced with decreasing particle size, because the density of energy
states becomes low in very small particles.
The absorbance (log I0∕I) and therefore the concentration of e−aq increased with

increasing density of absorbed photons as measured immediately after the laser
flash (Figure 9.18). Since the extinction coefficient is well known, the concentra-
tion could easily be determined from absorption measurements. In comparison,
the absorption of holes trapped at the particle surface is also shown in Figure 9.18.
The latter has a spectrumpeaking around600 nmand has a long lifetime (> 1ms),
and was obtained after the e−aq absorption had been quenched by adding acetone
to the solution. Details are given in [54]. The absorption of the trapped holes sat-
urates at higher intensities. The holes were probably used in an anodic corrosion
reaction.
Concerning the nature of the excited state, it must be first realized that at high

doses each colloidal particle absorbs many hundred photons during one flash.
From their measurements, Henglein et al. concluded that the following mecha-
nism occurs [3, 54]:

(CdS)n
hv1
←→ (CdS)n(e− + h+)

hv2
←→ (CdS)n(e− + h+)2

ke
←→ (CdS)n(h+) + e−aq

↓ k1 ↓ k2

(CdS)n (CdS)n(e− + h+)

(9.17)

where (CdS)n represents one particle. The absorption of the first photon leads to
the formation of one electron–hole pair in the particle. It is rather unlikely that
two photons are absorbed simultaneously. The excited particle may relax to the
ground state or absorbs a second photon to receive a second excited state. The
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doubly excited particle may lose its second excitation or emit an electron. The
specific rate of the second recombination, k2, is much greater than that of the
first recombination, k1, and of emission, ke. The interaction of the two excited
states leading to emission can be regarded as an Auger recombination, that is, the
annihilation energy of a recombining charge carrier pair was transferred to the
electron of another pair in the same particle. The Auger effect is frequently ob-
served in compact semiconductors and is used for the analysis of semiconductor
surfaces (see, e.g., [55]). As mentioned above, the annihilation process is very ef-
fective in small particles because the density of energy states is rather small which
reduces the thermalization rate. It should be mentioned that the emission of sol-
vated electrons has also been found with ZnS [3].

9.2.3
Comparison between Reactions at Semiconductor Particles and at Compact Electrodes

As already mentioned before, mainly irreversible reactions with organic com-
pounds have been investigated at semiconductor particles. When organic mol-
ecules, for example alcohols, are oxidized by hole transfer, O2 usually acts as an
electron acceptor or in the case of platinized particles, protons or H2O are re-
duced. A whole sequence of reaction steps can occur, which are frequently dif-
ficult to analyze because cross-reactions may also be possible at particles and a
new product could be formed. Concerning the primary electron and hole transfer,
certainly there should be no difference between particles and compact electrodes.
Since sites at which reduction and oxidation occur are adjacent to a particle, the
final product may be different. An interesting example is the photo-Kolbe reac-
tion, studied for TiO2 electrodes and for Pt-loaded particles. Ethane at extended
electrodes and methane at Pt/TiO2 particles have been found as reaction prod-
ucts upon photo-oxidation of acetic acid [56, 57]. The mechanism was explained
by Kraeutler et al. as follows.
At the TiO2 electrode and the separated Pt electrode, both of which are short

circuited (Figure 9.19a), the reactions are [56]

2CH3COOH + 2h+ → 2CH∙
3 + 2CO2 + 2H+ (9.18a)

2CH∙
3 → C2H6 (9.18b)

at the illuminated TiO2 electrode and

2H+ + 2e− → H2 (9.19)

at the Pt counter electrode.
In the case of particles, TiO2 and Pt are also short circuited because both are in

direct contact. The primary steps are the same as above, that is, [57]

CH3COOH + h+ → CH∙
3 + CO2 +H+ (9.20a)

at a TiO2 surface site of the particle (Figure 9.18b) and

H+ + e− → Had (9.20b)
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Figure 9.19 Photo-oxidation of acetic acid (photo-Kolbe reaction) at TiO2 electrodes (a) and
TiO2 particles (b) (after [56, 57]).

at a Pt site. At the adjacent TiO2 and Pt sites, CH4 is formed according to the
reaction

CH∙
3 +Had → CH4 (9.21)

Another example will be discussed in Section 9.2.6.

9.2.4
The Role of Surface Chemistry

There are many indications in the literature that surface chemistry plays an im-
portant role in photoelectrochemical reactions at extended electrodes and at par-
ticles. One example has already been given in Section 9.1.1, where it has been
shown for CdS colloids that surface states could be blocked by adding Cd2+ to the
solution. There are, however, only a few quantitative investigations on this prob-
lem [5, 59], probably due to the lack of sufficiently sensitive methods. In the case
of metal oxide particles, the adsorption of H2O plays an important role. Due to
the amphoteric behavior of most metal hydroxides, two surface equilibria have to
be considered [59]:

−M−OH +H+ ⇔ −M−OH+
2 (pK1) (9.22)

−M−OH ⇔ −M−OH− +H+ (pK2) (9.23)

The zero point of charge (pHzpc) of themetal oxide at the surface is defined as the
pH where the concentrations of protonated and deprotonated surface groups are
equal, that is,

pHzpc =
1
2

(pK1 + pK2) (9.24)

According to the equilibria given inEqs. (9.22) and (9.23), the surface is predom-
inantly positively charged below pHzpc and negatively charged above this value.
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Figure 9.20 pH-Dependence of the degradation of trichloroacetate (+) and chloroethylam-
monium (Δ) during illumination of TiO2 suspensions (after [86]).

The influence of the surface charge on the rate of a photoreaction is demonstrated
in Figure 9.20, according to which the oxidation of an anion such as trichloroac-
etate at TiO2 particles is only observed at low pH and of a cation (chloroethy-
lammonium) at high pH values [60]. This interpretation is entirely based on an
electrostatic model, according to which the reaction rate is reduced to a very low
value if the surface charge and that of the ions involved in the reaction have equal
signs. In such a case, the photoexcited charge carriers either recombine or the
holes are used for the oxidation of H2O, leading to the formation of O2. Since O2
is reduced again by the photoexcited electrons, no overall reaction occurs, that is,
we have a recombination via the solution. In principle, the same process should
occur at compact electrodes in dilute solutions. At an anodically polarized n-type
electrode, however, the holes are forced across the interface of the electrode be-
cause of the large band bending whereas the electrons occur at the rear contact.
There are also reports in the literature that surface chemistry, that is, surface

composition, can play an important role in the emission properties particles [61],
and also in the reaction routes as found for the oxidation of ethanol at ZnS col-
loids [62]. This topic cannot be treated here.

9.2.5
Enhanced Redox Chemistry in Quantized Colloids

If the bandgap of small semiconductor particles is increased by decreasing the
particle size, electrons in the lowest level of the conduction band and holes in
the highest level of the valence band reach higher negative and higher positive
potentials, respectively, as schematically illustrated in Figure 9.21. In other words,
electrons have a higher reduction power in smaller particles. In consequence, an
acceptor molecule may be reducible only at a very small and not at a large particle
if the acceptor level EA is located between Ec,1 and Ec,2 (Figure 9.21). On the other
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Figure 9.21 Electron transfer from small and large particles to an electron acceptor after pho-
toexcitation.

hand, the reverse process, that is, an electron transfer froma donor into the lowest
empty state (Ec,1), may be possible with large but not with small particles if the
electronic energy of the donor occurs above Ec,1 but below Ec,2.
In order to quantify this effect it is necessary to have a technique for control-

ling this property. Before discussing various methods, the question arises: What
happens if an electron is transferred to or taken away from a small semiconductor
particle? This problem has been studied in two ways. In the first, electrons were
injected into the conduction band of a semiconductor particle fromhydrated elec-
trons, the latter being generated in H2Oby pulse radiolysis [63]. In the second, the
colloidal solution is investigated in an electrochemical cell, using two inert Pt elec-
trodes. At the negatively polarized electrode, electrons are transferred from the
Pt electrode to the particles [64]. Such electron injection into a particle has led
to an absorption change insofar as the low energy range (high wavelength) was
decreased, which is ascribed to the first excitonic transition within the particle as
shown for ZnO colloids in Figure 9.22.
There are two different models for explaining this effect, which have also been

found with various other colloidal materials. The first model is the so-called
Burstein shift [65]. This is a band-filling model which has been derived in solid
state physics. For instance, if an n-type bulk semiconductor is heavily doped then
the lowest levels of the conduction band are filled with electrons, so that light
absorption can only lead to an excitation of electrons from the valence band into
higher levels of the conduction band. Accordingly, the absorption is blue shifted.
In the case of small particles, this effect is more severe; not so much because
of doping but the density of states at the lower edge of the conduction band is
much lower than for bulk material. With very small particles, even the transfer of
only one electron may lead to a complete occupation of the lowest level and to a
subsequent shift of the absorption. The second model is based on the semicon-
ductor Stark effect [8, 63]. The Stark effect is the shift and splitting of atomic and
molecular energy states in the presence of a strong electric field, as first detected
by absorption measurements in the gas phase. In the corresponding absorption
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Figure 9.22 Absorption spectrum of ZnO
colloids (diameter 29.3Å) in ethanol at differ-
ent electrode potentials (reference electrode:
Ag/AgCl). The light was transmitted through

an optically transparent electrode (indium tin
oxide (ITO) layer on glass). Inset: difference
spectra between –0.6 and –0.95V and –0.6
and –1.1V (after [64]).

spectra, considerable line broadening is observed. In the case of semiconductor
particles, it is assumed that an electric field is produced by the injection of an
additional charge which is treated as a localized point charge at the surface of
a particle. Due to the resulting inhomogeneous charge distribution within the
particle, a strong electric field is established. The latter leads to a polarization of
the exciton resulting in a broadening of the excitonic band. The corresponding
excitonic band has been seen to decrease with the applied field in the region of
the absorption maximum, while at longer and shorter wavelengths an absorption
increase could be observed, that is, typical spectral features when line broadening
occurs. This was found in the spectra given in Figure 9.22. Therefore, Hoyer et al.
attributed the spectral changes to the influence of electrons trapped in a surface
state [64].
As mentioned above, the reduction and oxidation power of electrons and holes

depend on the position of the conduction and valence band of the particle, re-
spectively. The variation of the conduction band with decreasing particle size was
studied by measuring the electron transfer from ametal electrode to the colloidal
particle (here ZnO) in an electrochemical cell [64]. The reduction of the parti-
cle upon negative polarization of the metal electrode, was detected by following
the long wavelength excitonic absorption as described above. The onset of the
absorption change, which corresponds to the onset potential (critical potential)
of electron transfer from the metal electrode to ZnO particles, versus particle di-
ameter is given in Figure 9.23. In addition, the solid line in Figure 9.23 represents
the shift of the conduction band edge with the variation of the particle diameter as
calculated by Eq. (9.5). The latter curve was adjusted to the experimental values at
large diameters. It was concluded from the fairly good agreement between exper-
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Figure 9.23 Critical potential (onset of absorption change) vs diameter of ZnO colloids.
Dots, experimental data (see Figure 9.22); solid line, from quantummechanical calculations
(after [64]).

imental values and the theoretical curve that the change of the critical potential
was caused by a corresponding shift of the conduction band. The same authors
found that about one electron per particle was transferred [64]. An anodic polar-
ization led to the re-oxidation of the particles. Absolute values of the conduction
band Ec can be estimated from these electron injection measurements if Ec for
the corresponding bulk material is known.
Band positions of quantized particles can also be determined via redox reac-

tions. Considering, for instance, the electron transfer from the reduced species,
R(n−1)+, of a redox system into a particle according to the reaction

R(n−1)+ + colloid → Rn+colloid(e−) (9.25)

then this process is only possible if the standard potential is close to or above the
conduction band of the particle. This method was applied to 30-ÅHgSe and PbSe
particles using a variety of redox systems as listed in Figure 9.24 [66]. According
to absorption spectra, the bandgap of these HgSe colloids was shifted by about
2.8 eV with respect to that of the bulk bands (0.35 eV). Since an electron injection
was possible from the reduced species of methyl viologen (MV1+) but not from
aldehyde (CH2O), the lowest level of the conduction band of the HgSe particle
must occur between the standard potential of these two redox couples as shown
in Figure 9.24. The uncertainty in the electronic energy position of the semicon-
ductors is also indicated in Figure 9.24. The position of the conduction band of
50-Å PbSe particles was determined using the same type of procedure. Here, the
band positions of small and large particles were compared. For instance, MV+

could not inject electrons into 50-Å particles but could do so into large particles
(> 1000Å). This result proves again that the conduction band edge of the small
particles occurs at higher energies than that for large particles. In all the cases
reported here, any change of the radical concentration (i.e. MV1+ concentration)
was detected by absorption measurements [67]. The MV2+/MV1+ redox couple
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Figure 9.24 Energy position of the lowest empty electronic state for PbSe and HgSe colloids
(particle size, 50 Å) and redox couples in aqueous solution. The uncertainty in the electronic
energy positions of the semiconductors is indicated (after [66]).

is very convenient in these studies because the strong absorption of MV1+ and its
change can be followed easily.
These are important examples because certain photoreduction processes may

only be achieved with small particles of a given material. This has been demon-
strated for H2 evolution at 50-Å PbSe and HgSe colloids in the presence of a hole
scavenger such as EDTA or S2−, which has not been observed with large parti-
cles [66]. It should be emphasized, however, that this method is not very accurate
compared with Mott–Schottky measurements at compact semiconductor elec-
trodes (see Section 5.2), because the reorganization energy is not known and sev-
eral kinetic factors may influence the results.

9.2.6
Reaction Routes at Small and Big Particles

Another interesting aspect of particle size effect is related to the density of pho-
tons absorbed by semiconductor particles, in comparison with the density of
particles in a solution. Considering two solutions containing colloids of different
sizes, in one case for instance 3-nm and in the other 4-μm particles, many more
particles are present in the solution of 3-nm colloid than in that of 4-μm colloid,
provided that the total concentration of the semiconductor material is identical
in both solutions. The two solutions differ only insofar as the same material is
distributed over a small density of large particles (4 μm) or over a high density of
small particles (3 nm). As can be easily calculated, a time interval of 5.4ms exists
between the absorption events of two photons in one individual 3-nm particle
for a photon flux of 4 × 1017 cm−2 s−1, assuming that all photons are absorbed
in the colloidal solution [62]. In the case of the 4-μm particles, the time interval



3239.2 Charge Transfer Processes at Semiconductor Particles

Figure 9.25 Reaction routes at (a) 2-nm and (b) 4-μm ZnS particles (oxidation of alcohol).

between two absorption events is only about 20 ps for the same photon flux, that
is, it is shorter by a factor of 108, compared with the time interval estimated for
the 3-nm particle. This difference can be important for reactions where two or
more electrons are involved, typically in many oxidation and reduction reactions
with organic molecules.
This problem has been analyzed by studying the oxidation of ethanol at

ZnS [62]. This semiconductor was selected because the oxidation of alcohol
to acetoaldehyde occurs entirely by hole transfer in two subsequent steps upon
illumination. In the first step, a radical is formed by hole transfer at the surface
of an individual particle after the absorption of one photon (Eq. (9.26)). Since
it takes in the average several milliseconds before another hole is generated by
photon absorption in the same individual 3-nm particle, the radical diffuses into
the solution before another hole is created in the same particle. In the solution,
the radicals formed at different particles can disproportionate (Figure 9.25a) and
subsequently dimerize. The whole sequence of possible reactions is given by

CH3CH2OH + h+ → CH3CHOH∙ +H+ (9.26)

disproportionation
(CH3CHOH∙)

(CH3CHOH∙)

⎤⎥⎥⎥⎦ →
⎡⎢⎢⎢⎣
→ CH3CH2OH + CH3CH=O (a)

→ H3C−CH(OH)−CH(OH)−CH3 (b)
dimerization

(9.27)

The disproportionation leads to aldehyde and ethanol (Eq. 9.27a) whereas
dimerization leads to butanediol (Eq. 9.27b) and Figure 9.25a). These products
have indeed been found (concentration ratio of acetaldehyde to butanediol, 2.5)
during the illumination of a solution of 3-nm colloid [62]. Besides butanediol
and acetaldehyde H2 was also detected, with the latter being formed in the cor-
responding cathodic reaction. When the same experiment was performed with
much larger particles (4 μm), no butanediol was found [62]. Since the time inter-
val between the absorption events of two photons in one 4-μm particle is only
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20 s, the radical can be oxidized to acetaldehyde by a further hole transfer at the
same particle as illustrated in Figure 9.25b [5]. Instead of Eq. (9.27) we have then

CH3CHOH∙ + h+ → CH3CH=O +H+ (9.28)

This example illustrates quite nicely that reaction routes may depend on the par-
ticle size. Most other semiconductors, for example TiO2, would not be suitable
for the investigation discussed above. The reason is that only the first oxidation
step occurs via the valence band (transfer of a hole produced by light excitation)
leading to the formation of an ethyl radical. This radical is then usually further ox-
idized by the injection of an electron into the conduction. Accordingly, only one
photon is required for the two-step oxidation of alcohol; the second step occurs
immediately after the first step at the same particle and aldehyde is the only prod-
uct (“current-doubling” effect, see Section 7.6). In the case of ZnS the oxidation
can occur entirely via the valence band because the conduction band is located
at rather high energies (Figure 5.20) which makes an electron injection into the
conduction band impossible.

9.2.7
Sandwich Formation between Different Particles and between Particle and Electrode

In Sections 9.1.1 and 9.2.4, some surface modifications of colloidal particles have
already been discussed. Another kind of modification can be obtained by forming
a sandwich between two particles of different materials such as TiO2 and CdS.
Corresponding structures were formed spontaneously, when the separately pre-
pared solutions of the colloids were mixed under certain conditions [3, 68, 69].
Such sandwich structures have also been labeled “photochemical diodes” [6, 71].
In the latter case, however, two different materials are usually bonded together
through ohmic contacts which are deposited on each semiconductor before the
bonding (details are given in Section 11.2).
The formation of sandwiches between TiO2 and CdS particles was recognized

by measuring the quenching of the fluorescence of CdS. In Figure 9.26, the fluo-
rescence intensity as dependent upon the concentration of TiO2 particles is shown
as measured upon excitation of the CdS colloid [68, 69]. According to Spanhel et
al., the quenching cannot be explained by diffusion of TiO2 particles to the CdS
particles (fluorescence lifetime, ≈ 10 ns) because the diffusion process would be
far too slow, that is, by at least five orders of magnitude, to explain the strong flu-
orescence quenching in CdS [68]. The effective fluorescence quenching can only
be understood by an electron transfer from the excited CdS particle to the TiO2
within a sandwich structure as illustrated in Figure 9.27. Similar observations have
also been made with Cd3P2- and ZnO particles [7, 70].
As a result of the very efficient primary charge separation within the CdS/TiO2

sandwich, certain electron transfer reactions induced by light excitation within
CdS, are expected to occur at a much higher yield when combined within a
CdS/TiO2 sandwich than that in the case of a single CdS particle. This has been
shown for the reduction of methyl viologen (MV2+) in solutions containing dif-
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Figure 9.26 Fluorescence quantum yield of CdS colloids
as dependent on the concentration of added TiO2 colloids
(after [68]).

Figure 9.27 Energy levels of a TiO2/CdS sandwich colloid (after [7]).

ferent amounts of TiO2 particles using methanol as a hole scavenger [68]. The
quantum yield for the formation of theMV+ radical, which canbe readily detected
by its strong blue color, was about 10 % in the absence of TiO2 and increased to
almost 100% in the presence of TiO2 (Figure 9.28). This high efficiency is quite
understandable on the basis of the energy diagram of Figure 9.27, according to
which electrons are forced to move toward the TiO2 leading finally to an electron
transfer to MV2+, whereas the holes remain at the CdS side of the sandwich and
are consumed in the oxidation of alcohol. Similar results have been obtained
with ZnO/Cd3P2 sandwiches [70]. According to these results, the TiO2/CdS or
ZnO/Cd3P2 sandwiches act as a heterojunction (see Chapter 2) of almostmolecu-
lar dimensions. The electron transfer within the sandwich, however, is kinetically
controlled here, and not by the field across a space charge layer.
The same kind of sandwich can also be formed by depositing colloidal parti-

cles onto a compact semiconductor electrode. This has been demonstrated, for
instance, with PbS particles on a TiO2 electrode [7, 72]. In this case TiO2 elec-
trodes with a very rough surface were used. (The surface was about 400 times
larger than the geometric surface.) The PbS particles were directly formed at the
TiO2 surface by dipping the electrode first into a lead salt solution and then wash-
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Figure 9.28 Quantum yield of methylviologen (MV2+) reduction in a CdS colloidal solution as
dependent on added TiO2 particles (after [3]).

ing it in a Na2S solution. Particle sizes ranging between 30 and about 100Å were
obtained, depending on the deposition parameters. These configurations have the
great advantage that the electrons injected from the excited PbS particles into the
conduction band of TiO2 can be detected as an interfacial current. In this case, a
typical electrochemical cell was used having a redox system in the electrolyte. The
excitation spectra of the photocurrent normalized to the incident photons (pho-
tocurrent yield) are given in Figure 9.29 for different sizes of PbS particles [7]. The

Figure 9.29 Photocurrent yield vs wavelength at porous TiO2 electrodes, with PbS particles of
different sizes adsorbed on the electrode surface, in 0.1M Na2S solutions. Photocurrent yield
defined as a number of transferred electrons per incident photon (after [7]).
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Figure 9.30 Position of electronic energy levels for differently sized PbS particles on a TiO2
electrode.

excitation spectra correspond roughly to the absorption spectra of PbS colloids.
Fairly high yields of upto 70% were obtained with small particles of 30–40Å in
diameter.
According to Figure 9.29, the onset of photocurrent occurs at longer wave-

lengths when the particle size is increased. The bandgap of bulk PbS is only
0.45 eV. According to absorption measurements, large quantization effects have
been found for small particles. Interestingly, the yield of photocurrent decreases
with particle sizes above 40Å and becomes very low (< 5%) for a particle diame-
ter of about 100Å (Figure 9.29). The latter result was interpreted as a downward
shift of the lowest unoccupied state or of the conduction band edge of the PbS
particles to below the conduction band edge of the TiO2 electrode when the par-
ticle size increased and the bandgap decreased, as illustrated in Figure 9.30 [7]. In
order to keep a constant photocurrent, these measurements were performed in
an electrolyte containing S2−/S2−n as a redox system. Electrons were transferred
from S2− ions into the valence band of PbS, which prevented a charging of the
PbS particles or their corrosionwhen electrons were transferred from the particle
to the TiO2 electrode during illumination (Figure 9.29).
The light-induced charge transfer between a semiconductor electrode and a

semiconductor particle adsorbed on the electrode surface, is also termed sensi-
tization because the same type of effect occurs with organic molecules adsorbed
onto a semiconductor electrode. These processes are described in Chapter 10.

9.3
Charge Transfer Processes at QuantumWell Electrodes (MQW, SQW)

Photo-induced electron transfer reactions from quantum well electrodes into a
redox system in solution represent an intriguing research area of photoelectro-
chemistry. Several aspects of quantized semiconductor electrodes are of interest,
including the question of hot carrier transfer from quantum well electrodes into



328 9 Photoreactions at Semiconductor Particles

Figure 9.31 Kinetic model for electron transfer from a quantum well (QW) electrode into a
redox electrolyte. E0= standard potential of the redox couple; λ the reorganization energy. The
acceptor states correspond to the oxidized species of the redox system (after [2]).

solution. The most interesting question here is whether an electron transfer from
higher quantized levels to the oxidized species of the redox system can occur, as
illustrated in Figure 9.31. In order to accomplish such a hot electron transfer, the
rate of electron transfer must be competitive with the rate of electron relaxation.
It has been shown that quantization can slow down the carrier cooling dynamics
and make hot carrier transfer competitive with carrier cooling [90].
The carrier thermalization process can be divided into two phases. The first,

which occurs within a few hundred femtoseconds, results from electron–electron
and intervalley scattering events that equilibrate the electrons among themselves
to form a hot carrier plasma with a Boltzmann-like distribution. This process,
properly termed “thermalization,” permits the assignment to the hot carrier
plasma of a temperature that is higher than the lattice temperature. The sec-
ond phase of carrier relaxation involves the cooling of the hot carrier plasma to
lattice temperature through electron–phonon interactions. The first phase does
not result in energy loss, but rather involves a redistribution of electron energy
and momentum. The second phase leads to the conversion of the excess electron
kinetic energy into heat via phonon excitation.
As mentioned above, in quantized semiconductors, it was predicted [73,

74], and experimentally verified by analyzing time-resolved photoluminescence
(TRPL) spectra [2, 75–78], that the electron cooling rate can be substantially
reduced in quantum wells. For instance, in the case of MQWs, consisting of
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Figure 9.32 Photocurrent action spectrum
for GaAs SQW electrodes at room tempera-
ture as a function of inner barrier thickness,
Lib: (a) L

i
b = 170 Å; (b) Lib = 1.5 μm; (c)

Lib = 2.5 μm. For all three samples, the outer

barrier thickness is 270Å and the nominal
well width is 130Å. For (a) and (b), the peak at
about 1.43eV is due to the GaAs buffer layer.
The zero baseline for curve a is offset for clar-
ity (after [79]).

250Å/250Å GaAs/Al0.38Ga0.62As, characteristic times of 50–350ps for relax-
ation from higher levels to the bottom of the conduction band within the GaAs
well have been found, compared with 5–40ps for bulk GaAs. The long times
were determined for a relaxation from the highest energy levels. On the other
hand, the hot carrier cooling rates have been found to depend on the density
of the photogenerated carriers: the higher the carrier density or the absorbed
photons, the slower the cooling rate [2, 76–78]. This effect is also found for bulk
GaAs, but is much higher for quantized GaAs. However, a substantial difference
between bulk and quantized GaAs was only found for light-induced carrier den-
sities of n ≥ 1019 cm−3. Accordingly, an efficient transfer of hot electrons from a
quantized film to a redox system can only be expected for sufficiently high light
intensities. The latter effect is not easy to understand. It is attributed to a “hot
phonon bottleneck” caused by a nonequilibrium phonon population that is cre-
ated at high photo-excited carrier densities [80]. This nonequilibrium phonon
population slows down the hot electron cooling rates because the hot phonons
are re-absorbed by the electrons, thus reheating the electron population.
Time-resolved measurements of electron transfer times for quantum well pho-

toelectrodes which can be compared with hot electron relaxation times, have not
yet been reported. Only some excitation spectra, that is, photocurrent vs pho-
ton energy for MQWs and single quantum wells (SQWs), have been published so
far [2]. In both cases, the photocurrent spectra show distinct structures corre-
sponding to transitions between the hole and electron wells as shown for SQW
electrodes in Figure 9.32. The MQW electrodes are not very suitable because the
externally applied potential occurs across many quantum wells which leads to a
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Figure 9.33 (a) Single quantum well (SQW) electrode structure (not to scale); (b) energy level
diagram for SQW under a reverse bias (after [80]).

misalignment of the energy levels in the electric field, as discussed in more detail
in [2]. This problem could be avoided by using an SQW photoelectrode. Such an
electrode was prepared by first depositing an inner barrier layer (Al0.3Ga0.7As) of
different thicknesses (see Figure 9.33 legend) on a p-type GaAs substrate, then the
single GaAs well and finally an outer barrier layer. In the case of a rather thin in-
ner barrier layer (curve a in Figure 9.32), the structure of the transitions is almost
obscured by a large background photocurrent contribution from the bulk GaAs
(substrate). The unwanted photocurrent could be reduced by using thicker inner
barrier layers (curves b and c in Figure 9.32) [79]. In this case, the energy condi-
tions at the surface were fairly well defined and could be determined by Mott–
Schottky measurements which yielded straight lines.
The electrons excited into the different levels within the single well, could

be transferred to an acceptor molecule in the electrolyte either by thermionic
emission across the outer barrier layer ( jtherm) or via tunneling through it ( jtun)
(Figure 9.33). The photocurrent spectrum does not give any information about
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whether a hot electron was transferred. The observed structure in these spec-
tra could, in principle, be caused simply by quantized absorption followed by a
complete hot carrier relaxation and electron transfer from the lowest quantum
level.
Since in this case, electrons could only be excited in a single well the photocur-

rent was small. On the other hand, the quantum yield, that is, the number of trans-
ferred electrons per absorbed photons, reached values of up to φ = 0.63 [80]. This
might appear surprisingly high for a relatively thick outer barrier layer. However,
calculations and measurements of the temperature dependence of the photocur-
rent showed that at room temperature the mechanism of electron transfer out of
the well was thermionic emission over the barrier [80]. The rate of thermionic
emission at lattice temperatures in the range of 200–300K was sufficient to keep
up with the measured rate of interfacial electron transfer. Studies with very thin
outer barriers (20Å) have shown that themechanism of charge transfer was field-
assisted tunneling, and the photocurrent was then independent of temperature.
Recently, the rate of electron transfer at GaAs SQWs has been investigated

quantitatively by measuring the fluorescence lifetime and its decrease upon addi-
tion of an electron acceptor [81]. The authors used an electrode structure sim-
ilar to that shown in Figure 9.33, with a well width of 50Å but without a top
barrier layer. The experiments were performed in acetonitrile using ferrocenium
ions (FeCp2)+ as electron acceptors. The experimental values of the transfer rate
were expressed in terms of capture cross-sections. Very high values of about σet =
2 × 10−15 cm2∕molecule were reported. This result indicates a high degree of cou-
pling between (FeCp2)+ and GaAs which is larger than theminimum required for
the adiabatic condition. Similar observations have been made in measurements
of current–potential curves at standard n-type GaAs electrodes (see Section 7.3).
These results were rather surprising because redox systems such as (FeCp2)+ and
othermetalloceneswere considered to be classical examples of outer sphere redox
systems (Chapter 1 in [2]). Corresponding investigations at GaAs electrodes have
shown that the redox system is adsorbed because of the strong interaction [82].
Details of the analysis are discussed in Section 7.3.

9.4
Photoelectrochemical Reactions at Nanocrystalline Semiconductor Layers

As already described in Section 9.1.3, techniques exist for preparing fairly thick
layers of small semiconductor particles which exhibit quantum size effects. Elec-
trochemical experiments were performed in which layers were deposited on a
conducting substrate. Since primarily photoeffects at nanocrystalline semicon-
ductors are of interest, heavily doped In2O3/SnO2 layers are used as a conducting
substrate which is sufficiently transparent. The heavily doped SnO2, also called
ΔITO (indium tin oxide), is a degenerated semiconductor, so that space charge
effects at the SnO2 surface do not influence the electron transfer between the
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Figure 9.34 Current–voltage curve for a nanocrystalline CdSe layer on Ti in an aqueous solu-
tion of 4M K2S + 2M S. Solid line, under illumination; dotted line, in the dark; layer thickness
≈ 0.7 μm (after [36]).

nanocrystalline layer and the underlying SnO2. The generated SnO2 behaves like
a metal.
The photoelectrochemical behavior has been extensively studied by Hodes [35,

36]. Surprisingly, the corresponding current–potential curve measured with such
an electrode (CdSe) in contactwith an electrolyte containing, for example, S2− /S2−n
as a redox system, showed a typical diode characteristic (Figure 9.34).On the other
hand, when a gold layer was deposited on the CdSe nanocrystalline film instead
of making a contact with the liquid, a very small current and no rectification were
observed (see also Figure 9.34). This electrochemical behavior of the nanocrys-
talline film was interpreted on the basis of a model as illustrated in Figure 9.35. It
is assumed that the liquid contacts many particles because of the porous structure
of the film. A photon absorption within one particle leads either to a recombina-
tion within the corresponding particle or the electron–hole pairs are separated at

Figure 9.35 Schematic model of a porous nanocrystalline CdSe film–electrolyte system under
illumination (after [35]).
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the surface of an individual particle. In contrast to a bulk semiconductor where
the field across the space charge layer is responsible for the separation of elec-
trons and holes, here no space charge layer exists and kinetic properties must
be responsible for the charge separation. It is clear from Figure 9.35 that a hole
is transferred to the reduced species of a redox system in the liquid leaving the
corresponding particle negatively charged. The electronmust then travel rather a
long way to the rear electrode, depending on the distance of the individual parti-
cle from the rear electrode. Accordingly, there is a competition between electron–
hole recombination and a charge transfer at each individual particle. Thismodel is
supported by excitation spectra of the photocurrent; one was taken by illuminat-
ing the system through the electrolyte (at the front), while the other through the
conducting rear electrode. The photocurrent, normalized to the incident density
of photons, became constant at shorter wavelengths (small penetration depths)
if the cell was illuminated through the rear electrode. Illumination through the
front, however, led to a decrease of the photocurrent when the wavelength was
varied toward shorter wavelengths. In the latter case, light was mainly absorbed
by the front layer. Since recombination is the dominating process here, this layer
acted only as an absorbing filter and the quantum yield for charge transfer was
low [35].
The photocurrent–potential dependence in Figure 9.34 has a shape which is

typically found for valence band processes with bulk n-type semiconductor elec-
trodes. Asmentioned above, these photoelectrochemical properties of nanocrys-
talline films can only be discussed in terms of a kinetic separation of charges at
the interface rather than in terms of space charge effects and doping, that is, terms
such as n- and p-type are not relevant. The question arises, however, as to why
is there a preferential hole transfer to the electrolyte. According to investigations
by Hodes [35], this depends on the nature of the semiconductor nanocrystal sur-
face and on the electrolyte. For instance, the sign of the photoresponse is changed
to the opposite direction after CdS or CdSe have been treated with mild etching
(5–10%HCl). Then, electrons are preferably transferred to the electrolyte. On the
other hand, the large increase of the cathodic dark current in Figure 9.34may also
be due to a reduction of the redox system at the substrate because the electrolyte
also certainly contacts the ITO electrode.
In the late 1990s, nanocrystalline TiO2 layers have been used for many applica-

tions because of the large bandgap and the large surface area [83]. Electron trans-
fer processes between excitedmolecules and a porousTiO2 electrodewere partic-
ularly studied, as will be described in Chapter 10. It also should bementioned that
porous Si electrodes belong to this class of material, as has already been discussed
in Chapter 8.

9.4.1
Impact Ionization and Carrier Multiplication

As shown in previous chapters charge transfer processes at pn-junctions and at
semiconductor–liquid interfaces can be enhanced by light excitation. The mini-
mum photon energy required for the corresponding processes is at least the same
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Figure 9.36 Hot carrier relaxation (cooling) in a semiconductor bulk material (after [85]).

as that of the energy gap. At higher photon energies, hot carriers are produced
in a semiconductor material which usually loose their kinetic energy by dropping
down to the bottom of the energy bands, that is, the excess kinetic energy is con-
verted into heat by phonon emission as illustrated in Figure 9.36.
This relaxation is a fast process which occurs within the subpicosecond range

(< 1 ps). Nevertheless, some scientists asked alreadymore than 60 years ago what
happens when the photon energy is increased that far that Eph > 2Eg. From the
energy point of view it would be possible that two electrons are excited from the
valence to the conduction band by one photon (impact ionization). Such a process
would be interesting for various applications, for instance, for the production of
photovoltaic cells. Occasionally, the impact ionization was studied during the last
50 years, for example, in materials such as Si, Ge, and InSb [86–88]. The results,
however, were rather disappointing. It was found that in bulk semiconductors the
threshold photon energy for impact ionization exceeds that required for energy
conservation alone because, in addition to conserving energy, crystal momentum
must be conserved. In addition, the rate of impact ionization must compete with
the rate of energy relaxation by electron–phonon scattering. For example, in sil-
icon the impact ionization was found to be 5% (i.e. the quantum yield= 105%) at
Eph ≤ 4 eV (3.6Eg) and 25% at Eph ≤ 4.8 eV (4.4Eg) [88, 89].
It was proposed about 10 years ago that impact ionization could be greatly en-

hanced in semiconductor nanocrystals (quantum dots) compared to bulk semi-
conductors [90]. The rate of electron relaxation through electron–phonon in-
teractions can be significantly reduced because of the discrete character of the
electron-hole spectra. This arises because the energy separation between quan-
tized levels in nanocrystals can be many times the typical phonon energy. Con-
cerning the relaxation process, it needs several phonons to be emitted simultane-
ously via electron–phonon scattering to satisfy energy conservation. This requires
simultaneous multiparticle scattering events which becomes highly improbable
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with increasing numbers of phonons emitted (“phonon bottleneck”) thus lead-
ing to slow electron cooling [85] (see also Section 9.1.1). Accordingly there was a
good chance for a multiplication of electron-hole pairs in nanoparticles already at
photon energies just above 2Eg. Several research groups obtained very interesting
results which are presented in the following section. This effect has the potential
to significantly increase the efficiency of solar cells which is a high motivation for
researchers in this field [90]. This application will be discussed in detail in Sec-
tion 11.1.1.3.

9.4.2
Hot Carrier Cooling and ExcitonMultiplication in QuantumDots

One of the favorite materials studied so far is PbSe. Its advantage is that the effec-
tive mass of electrons and holes in a nanocrystal is nearly the same, that is, it can
be expected that the energy levels are split symmetrically within the conduction
and valence band with respect to the middle of the gap. The size dependence of
the absorption spectra looks similarly as that determined for InP (compare with
Figure 9.5). PbSe is also of great interest because the energy gap of the bulk mate-
rial is 0.28 eVwhichmakes it possible to study relaxation effects over a large range

Figure 9.37 (a) In nanocrystalline PbSe dots the energy levels are symmetrically split into
discrete levels. (b) Absorption spectrum of 5.4 nm PbSe quantum dots. The lower part is its 2nd
derivative (after [91, 92]).
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of photon energies. According to the absorption spectrum of PbSe colloids (size:
5.4 nm), the lowest exciton peak occurs 0.76 eV (see upper part of Figure 9.37b).
More details about the optical transitions were obtained by plotting the second
derivative of the spectrum (the lower part of Figure 9.37b). Neglecting spin–orbit
interactions thewave functions in a nanocrystal are labeled by two quantum num-
bers, n, L for the energy level and angular momentum, where orbitals are labeled
according to the angular momentum as S(L = 0), P(L = 1), D(L = 2) and so
on [92].
The semiconductor colloids are usually well characterized. PbS and PbSe

nanoparticles were generally treated in olyamine/oleic acid to ensure that their
surfaces are completely capped with oleic acid. The long hydrocarbon ligands of
oleic acid makes it possible to disperse the material in organic solvents such as
tetracholoroethylene or hexane (see, for instance, Supporting Online Materials
and Methods of [91]). Such a procedure is important to avoid recombination at
the surface of the nanocrystals which would lead to exciton lifetimes being too
short for studying multiplication effects. The best tests for this are photolumi-
nescence decay measurements after excitation by a light pulse. The lifetimes are
then in the order of τph ≤ 6 ns.
Ultrafast TA spectroscopyor TRPL are employed to studymultiple exciton gen-

eration (MEG) in colloidal solutions of isolated quantum dots. The pump pulse
has typically a halfwidth of about 50 fs. Intermediates such as excitons are de-
tected in TA measurements by using a probe light pulse which is started at a cer-
tain delay with respect to the pump pulse. In one method the excitation across
the bandgap (occupation of the [1Se, 1Sh] state) results in a partial bleach of ab-
sorption after the pump pulse as illustrated in Figure 9.38 (see right side of the
figure). If one probes the same sample with pulses tuned instead to the first in-
traband transition resonance the probe photons induce 1S−1P transitions and
thereby measure a photo-induced increase of absorption. In the case of PbSe, the
photoinduced absorption occurs at 0.3 eV (left side of Figure 9.38). A scheme of
the optical setup is given in Figure 4.18.
The first experimental results onmultiexciton formation by high energetic pho-

tons (Eph > 2EG) in PbSe were published by Schaller and Klimov [93]. Using the
above technique they found an additional signal within the first 100–200ps which
the authors ascribed to the formation of biexcitons. They interpreted the decay
as Auger recombination (the reverse of impact ionization). These processes were
further investigated by various authors such as Ellingson et al. [91] who published
data as obtained for different photon energies (Figure 9.39). The slow decay above
200 ps corresponds to the typical exciton lifetime.
The analysis of these results is not trivial because similar decays are also ob-

served for photon energies of Eph < 2EG, however, only at high light intensities.
The latter means that also biexcitons were formed by direct absorption of two
photons within some single nanocrystals. For pulsed laser excitation of a solu-
tion of NC of sufficiently short duration so that no carrier recombination occurs
during excitation, the fraction Pm of NCs within the excitation volume with m
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Figure 9.38 Detection of excitons after a short laser pulse (about 50 fs) of photon energies
Eph > 1.5 Eg (after [92]).

generated excitons varies with Poisson statistics as

P =
⟨N0⟩m
m!

exp(−⟨N0⟩) (9.29)

where ⟨N0⟩ is the average number of photons absorbed per NC per pulse, given
by

⟨N0⟩ = σa jp (9.30)

with an absorption cross section of σa (cm2) per nanocrystal and a photon pump
pulse fluence (photons cm−2 pulse−1) [92, 94]. Thus, pulsed laser excitation en-
ables the controlled study of photoexcited NC samples with varying numbers of
photons absorbed, that is, by careful control of the laser beam spot size and the
pulse energy, one can control the excitation level for a sample of NCs to produce
populations of photoexcited NCs heavily weighted toward m= 1 (e.g., ⟨N0⟩ <
0.25) with almost no NCs excited at or above m= 2, or shift the average NC ex-
citation higher (e.g., ⟨N0⟩ ≈ 2) to produce large populations of NCs with m ∼ 2.
Several research groups determined very carefully the absorption cross section
and the laser pump fluence and calculated ⟨N0⟩ by using Eq. (9.30) [91, 96]. Ac-
cordingly, only exciton multiplications were investigated where ⟨N0⟩ > 0.25.
On the basis of these derivations, the quantum efficiencies were determined. In

the case of PbSe, the quantum efficiency increases strongly with increasing pho-
ton energies. The experiments were performed with conditions such that each
quantum dot either absorbs zero or one photon. In PbS as well as in PbSe a sub-
stantial increase is only detectable above Eph ∼ 3EG as shown in the inset of Fig-
ure 9.39. This result may be surprising at the first sight because a kind of stepwise
rise above 2EG would be expected. This result has been interpreted as follows:
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Figure 9.39 (a) The linear absorption spectrum of PbSe nanocrystals, the energy axis labeled
in quanta of the bandgap. Arrows indicate the excitation energies for population decay pro-
cesses in (b). The average excitation level was held at ⟨N0⟩ = 0.25 (after [91, 92]).

During the excitation process, hot electrons and holes are formed. In subse-
quence there are two processes competing with each other. The hot electrons and
holes can either cool down to the lower edges of the energy bands or a bieexcimer
is formed. The number of e–h pairs generated per absorbed photon (or quantum
yield, QY) can be expressed by the following equation [96]:

QY = 1 +
kMEG(

k1MEG + kcool
) +

k(1)MEGk
(2)
MEG(

k(1)MEG + kcool
)(

k(2)MEG + kcool
) +… (9.31)

kiMEG is the rate of producing (i+ 1) excitons from (i) hot excitons and kcool is the
cooling rate. In deriving Eq. (9.31), it is assumed that the cooling rate of single-
and multiexcitons are equivalent. Each successive term in Eq. (9.31) is only valid
when energy conservation is met; thus when the photon energy is greater than
3EG all three terms can contribute [96]. When Eph > 3EG, higher order terms are
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necessary and can be included by expanding the series. The photon energy where
QY > 1 is the threshold energy Eph,th.
To approximate how these rates change as a function of excess photon energy, it

should be referred to investigate impact ionization in bulk semiconductors where
the rate of carrier cooling, kcool, is fairly constant with excess energy [98]. In con-
trast, kMEG increases with increasing energy above hνth. Thus, at high energy ex-
cess photon energy kMEG and kcool are related by [97, 99, 101],

kMEG = Pkcool
(hvex
hvth

)2

(9.32)

where hvex = hν − hνth and P describes the competition between kMEG and kcool
such that at a photon energy hν = 2hνth, hvex = hνth, and thus kMEG = Pkcool.
When hνph < hνth, kMEG = 0. It was found that the threshold photon energy for
MEG is related to P by [97],

hvth =
(
2 + 1

P

)
EG =

(
2 +

kcool
k2hvthMEG

)
EG (9.33)

where k2hvthMEG is the MEG rate when hν = 2hνth. As k
2hvth
MEG increases or kcool de-

creases, the hνth approaches the energy conservation limit of 2EG. In Figure 9.40,
experimental quantum yields are given as obtained by two research groups for
PbSe quantum dots [96]. These results show clearly that quantum yields of QY >
250% can be obtained. The best fit was found with P= 1.5 which shows that kMEG
is just 1.5kcool. This value has to be improved for photovoltaic applications. In this

Figure 9.40 Quantum yield vs Eph∕Eg (or
hυ∕Eg) for PbSe QD samples measured at the
Los Alamos National Laboratory (LANL) and at
the Renewable Energy Laboratory (NREL) [96].
For comparison also the quantum yields for

bulk PbSe and PbS are given [96]. The dotted
lines are a least square best fit of the data and
the solid lines are calculated using Eqs. (9.31)
and (9.33) with P = 1.5 (after [96]).
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context it is interesting to note that much higher values were obtained with PbSe
quantum rods [100].
Concerning high quantum yields of 300%, for instance, this result means that

a triexciton is formed. The question is, which energy levels are then occupied by
electrons and holes. In the case of a biexciton, the two electrons and holes occupy
their lowest energy levels. When the lowest exciton is 2, the third electron must
then occupy a higher energy level. However, for PbX quantum dots the energy
levels are eightfold degenerated, that is, all excitons including a triexciton occur
at the same energy [102].

9.4.3
Multiple Exciton Collection in a Sensitized Photovoltaic System

In Section 9.2.7 it was reported on a photoelectrochemical cell consisting of a
TiO2 electrode with a monolayer of PbS nanoparticles on its surface, in contact
with an alkaline Na2S solution. A platinum electrode was used as a counter elec-
trode. Under short-circuit conditions, a photocurrent was found upon excitation
of the PbS as illustrated by Figure 9.29 [7, 72]. Since the TiO2 electrode was very
rough its surfacewas very large so thatmost photons could be absorbed by the PbS
nanoparticles. This result showed clearly that excitons can be collected by elec-
tron transfer from PbS to TiO2 if the size of the PbS nanocrystals was selected
properly. The circuit was closed by hole transfer to Na2S molecules in the liquid.
It is an interesting question whether also multiple excitons can be collected.

This was quantitavely investigated by Sambur et al. [103] using a similarly setup
as in the former experiment. Since in the case of multiple excitons quantitative
values of the photocurrent yield are required the authors selected the experimen-
tal conditions very carefully. For instance, experiments were described in the pre-
vious section where the PbS and PbSe particles were capped by long hydrocar-
bon chains (oleic acid) to make them soluble in an organic solvent. Those parti-
cles could not be used here because they could not be adsorbed on a TiO2 sur-
face. Therefore, the particles were capped by 3-mercaptopropionic acid (MPA) so
that the particles were bonded to TiO2 via their carboxyl group of MPA. In addi-
tion, the chain length of MPA is shorter than the Bohr radius of an exciton which
makes an electron transfermuchmore favorable. Secondly, single crystalline TiO2
(anatase) electrodes were used because transparent electrodes were required for
optical absorption measurements. Flat TiO2 surfaces were inspected before and
after PbS adsorption by AFM techniques (compare with Section 4.7.2). Since the
alignment of the excited states of the quantum dots (QD) relative to the TiO2 con-
duction band is size dependent, the authors used photocurrent spectroscopy to
resolve the sensitized photocurrents as a function of incident photon energy for
each QD size. They measured the light power at each photon energy to calcu-
late the incident photon-to-current efficiency (IPCE) spectra from the sensitized
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Figure 9.41 APCE values as a function of the illumination energy: (a) APCE vs the absolute
incident photon energy; (b) APCE vs the incident photon energy devided by the QD bandgap
energy (after [103]).

photocurrent according to the equation

IPCE = hc
λ

[
photocurrent density (μA∕cm2)

light power (μW∕cm2)

]
(9.34)

The photocurrent response for QDs with Eg of 0.96 eV and larger (smaller diame-
ter than 4.5 nm) showed distinct excitonic features at nearly the same photon en-
ergies observed in the absorbance spectra of the QDs suspended in water. Larger
PbS QDs (e.g., Eg) did not sensitize the same anatase electrode at the energy of
the first exciton because the excited state occurs below the conduction of TiO2.
However, in the case of larger particles an additional sensitization was found at
higher energies at about 1.77 eV indicating hot electron injection from higher QD
excited states. This result was confirmed by investigations of PbSe QDs adsorbed
on rutile in vacuum [104]. It was found that the hot electron injection is extremely
fast (50 fs). Both processes, injection of electrons via the formation of multiple
excitons by hot electron transfer from higher energy photons, are possible. Dis-
tinction can only be made between them by measuring the quantum yield which
should be greater than 100% when multiple excitons are involved.
This required an exact determination of the quantum yield per absorbed pho-

ton. Since the absorption of a single QD layer is small, Eq. (9.34) is not useful. The
authors defined instead an absorbed photon-to-current efficiency (APCE) deter-
mined by

APCE(%) = IPCE(%) ⋅ LHE(%) (9.35a)
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In which LHE (light harvesting efficiency) is given by

LHE(%) = (1−10−absorbance) (9.35b)

LHE was determined by using a dual-beam configuration for comparison of the
absorption of a covered and an uncovered polished TiO2 crystal. The results are
given in Figure 9.41. It shows clearly that the quantum yield exceeds 100% which
proves that biexcitons are collected at the TiO2/PbS interface. Further details are
given in [103].
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Chapter 10
Electron Transfer Processes between Excited Molecules
and Semiconductor Electrodes

Photoreactions between solid and dye adsorbed at the surface of the solid are also
frequently termed as sensitization. The latter process usually implies an extension
of photosensitivity toward longer wavelengths where the solid itself is not sensi-
tive to light excitation. This phenomenon was at first discovered by Vogel [1] as
early as 1873, using organic dyes deposited on photosensitive silver halide parti-
cles. The sensitization of a silver halide grain via electron injection from a highly
absorbing organic dye molecule is the basic process in commercially important
photography [2, 3]. Sensitization of large bandgap semiconductors was viewed
as a model system of the photographic process. Photoelectrochemical techniques
are attractive for studying the fundamentals of this process because the photocur-
rent is a directly measurable parameter at semiconductor electrodes and can be
studied as a function of dye coverage, excitation wavelength, and potential.
Several sensitization effects observed with semiconductors are based on phe-

nomena found with excited dye molecules in homogeneous solutions [4, 5]. From
these it is well known that an excited molecule generated by light absorption ex-
hibits a higher reduction power in the case of electron acceptors and also a higher
oxidation power in the case of electron donors. This change of the electron donor
and acceptor properties upon light excitation is the driving force for reactions in
homogeneous solutions and also, as will be shown in this chapter, in heteroge-
neous processes.

10.1
Energy Levels of Excited Molecules

In photochemistry, the energy levels of organic molecules are usually presented
in a molecular orbital scheme as illustrated in Figure 10.1. From the highest oc-
cupied singlet state, denoted as S0, electrons can be excited into the lowest unoc-
cupied singlet state, S1, or even into a higher singlet state, such as S2. The excited
molecule can return to the ground state S1 by emitting light (fluorescence) or by a
nonradiative recombination process. The rate constants are usually in the order of
nanoseconds. Besides recombination, the molecule can also be transferred from
the S1 state into a triplet state, which means a spin conversion; the spin of the ex-

Semiconductor Electrochemistry, Zweite Auflage. Rüdiger Memming.
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Figure 10.1 Singlet (S0, S1, S2) and triplet states (T1, T2) of a molecule; kr, kT,r, rates for radiative
transitions; knr, kT,nr, rates for nonradiative transitions; kisc, rate for intersystem crossing.

cited electron is then parallel to the spin of the remaining electron in the ground
state. From the lowest triplet state, the molecule returns back, again by intersys-
tem crossing, directly to the ground state S0 via emission or by a nonradiative
process (see Figure 10.1). Such an intersystem crossing is a forbidden transition.
Accordingly, the corresponding rate constant kisc should be very small. However,
there are certain spin orbital coupling effects, especially in the presence of a heavy
metal, which leads to a considerable increase of the intersystem crossing rate [6].
Since the intersystem crossing rate is usually small, the lifetime of the triplet is
rather long and the decay of the corresponding T1 → S0 emission (phosphores-
cence) very slow. The triplet state is efficiently quenched by oxygen. In the absence
of O2, the lifetime of a triplet state ranges usually from 1Δms up to 0.1 s. The life-
time of an excited singlet state can be determined by exciting the molecule by a
short laser light pulse and measuring the decay time of the corresponding fluo-
rescence. The lifetime of a triplet state can be measured in the same way, as long
as the T1 → S0 transition is a radiative process. Mostly the nonradiative recom-
bination dominates due to side reactions. Therefore, the triplet lifetime is usually
determined by using a double-beam technique, that is, the molecules are excited
by a short laser pulse leading to some intersystem crossing, and the triplets and
their decay are determined by detecting the T1 → T2 absorption in a suitable
wavelength range by using a stationary light beam (see Section 4.6).
In the case of organic molecules, for instance dyes, several oxidation states gen-

erally exist. Each electron transfer step can be correlated qualitatively with the en-
ergy ofmolecular orbitals as illustrated in Figure 10.2 (triplets are neglected here).
A reduction of a moleculeM can only occur by electron transfer from an electron
donor to an unoccupied level of M. On the other hand, an oxidation of M is only
possible by an electron transfer from the lower lying occupied state to a suitable
acceptormolecule. These two processesmust be described by two different redox
potentials, which cannot be derived from the molecular orbital scheme. One can
only roughly estimate the difference of the two redox potentials which should be
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Figure 10.2 Electron transfer between an organic molecule and an acceptor or donor.

in the order of the difference of the lowest unoccupied and the highest occupied
states in the molecule (ΔE in Figure 10.2).
It is well known that an excited molecule is more easily reduced or oxidized

because the excitation energy ΔE∗ is stored in the molecule. Possible reactions
are

M∗ → M+ + e− (10.1)

and

M∗ + e− → M− (10.2)

This is immediately clear from themolecular orbital scheme in Figure 10.2b.Here,
an electron transfer is possible from a higher level to an acceptor, or from a donor
to a level of M∗ which is only half-filled.
In Sections 3.2.4 and 6.2.1, the energy states of a redox couple in the dark were

derived in terms of a Fermi level, EF,redox (redox potential) and of occupied and
empty states (Ered and Eox). According to themolecular energy scheme, onewould
expect that the standard redox potentials, E0

F,redox(M∕M+) and E0
F,redox(M∕M−),

corresponding in the first case to the oxidation and in the second to the reduction
of the dye molecule M in the dark, should differ by about ΔE (see Figure 10.2a),
that is

E0
F,redox(M∕M+) − E0

F,redox(M∕M−) ≈ ΔE (10.3)

Using the normal electrochemical scale, E0
F,redox(M∕M+) occurs at more positive

potentials than E0
F,redox(M∕M−). Equation (10.3) has been verified by measure-

ments of the reduction and oxidation potential of dyes. A plot of the difference
of these potentials (which corresponds roughly to the difference of the standard
potentials) for a large number of dyes, vs the absorption maxima of the corre-
sponding molecules, yielded a straight line with a slope of nearly unity [7, 21].
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Figure 10.3 Fermi levels of a redox system in its ground and
excited states. NHE, normal hydrogen electrode.

This result suggests that the reorganization energy must be nearly equal for all
the dyes tested here.
The redox potentials of an excitedmolecule can now be derived as follows: The

stored energy ΔE∗ is given by the 0–0 transition between the lowest vibrational
levels in the ground and excited states, that is ΔE∗ = ΔE0−0. The excited state of
a molecule may be either a singlet or a triplet state. It is possible to estimate the
redox potentials of excited molecules by adding or subtracting ΔE0−0 from the
redox potential for the molecule in the ground state. One obtains

∗EF,redox(M∗∕M+) = EF,redox(M∕M+) − ΔE0−0(M∕M∗) (10.4)

or

∗EF,redox(M∗∕M−) = EF,redox(M∕M−) + ΔE0−0(M∕M∗) (10.5)

in which ∗EF,redox(M∗∕M+) and ∗EF,redox(M∗∕M−) represent, respectively, the re-
dox potentials of the two couples M∗∕M+ and M∗∕M− in the excited state. It is
clear from Figure 10.2 that the first one, ∗EF,redox(M∗∕M+), is expected to occur
at much more negative potentials or energies than the second one, with respect
to the usual electrochemical reference electrodes such as the normal hydrogen
electrode (NHE). This is illustrated in the electron energy scheme given in Fig-
ure 10.3. According to the foregoing discussion, ∗EF,redox(M∗∕M+)must be rather
close to EF,redox(M∕M−) and ∗EF,redox(M∗∕M−) to EF,redox(M∕M+). Differences do
occur, of course, because the reorganization energies may be different. This has
been taken into account in Figure 10.3.
Many of the dark redox potentials were determined by polarographic methods.

One can further easily derive, from Eqs. (10.4) and (10.5), the relative positions
of the redox potentials of a molecule in its excited state, that is ∗EF,redox(M∗∕M+)
should occur at higher (or more negative) values compared with EF,redox(M∕M+)
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Figure 10.4 Fermi levels of Ru(bipy)2+3 ; that is of the Ru(III)/Ru(II) and Ru(II)/Ru(I) couples of the
complex in their ground and excited states.

and ∗EF,redox(M∗∕M−) at lower (or more positive) energies with respect to EF,redox
(M∕M−), as shown in Figure 10.3.
The situation can be very well illustrated by taking as an example M = Ru(II)

(bipy)2+3 , the photochemical and photoelectrochemical properties of which have
been extensively studied (see [9–11]). This compound is a transition metal com-
plex which has been widely used for this kind of research because it is stable,
the ruthenium can exist in various oxidation states (mainly in the +3 and +2
state), and most standard potentials in the ground state are known, that is:
E0
F,redox (Ru2+∕Ru3+) = 1.26 eV; E0

F,redox (Ru1+∕Ru2+) = −1.28 eV vs the NHE,
and ΔE0−0 = 2.12 eV [11]. The calculated ∗EF values are given in Figure 10.4.
They were experimentally confirmed by investigation of electron transfer reac-
tions of excited ∗Ru(bipy)2+3 with other redox systems which acted as electron
donors or acceptors in solution [11–13].
As previously discussed, in the Gerischer model (see Section 6.2) a redox sys-

tem is also characterized by occupied and empty states which are distributed over
a certain energy range above and below the corresponding standard potential. In-
troducing the corresponding states into Figure 10.4, one obtains Figure 10.5. The
two possible reactions, Eq. (10.1) for oxidation in the dark and under illumina-
tion, and Eq. (10.2) for the reduction in the dark and under illumination, must be
treated separately, because the Fermi levels of the redox system considered here
are different. In Figure 10.5a, for instance, the redox coupleM/M+ is described. In
the dark, the Fermi levels in the solid, EF, and in the redox system, EF,redox(M∕M+)
must be equal at equilibrium. Since in the experiments, generally only the reduced
species (M in Figure 10.5a) is added to the electrolyte, the density of empty states
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Figure 10.5 Energy states and optical excitation during: (a) oxidation, (b) reduction.

(Dox) is much smaller than the density of occupied states (Dred), as indicated by
the different heights of the gaussian distribution curves in Figure 10.5. The empty
and occupied states of the excited molecule (M∗) are also illustrated in a similar
way. The excitation of the molecule M leads to the creation of occupied states of
the excited molecule. From this state, an electron transfer can occur to a corre-
sponding acceptor, for example, to the conduction band of a semiconductor. In
Figure 10.5b, the energy states are illustrated for a molecule which is reduced by
electron transfer from a donor to the molecule. In this case, the empty and occu-
pied states of the unexcited redox coupleM/M− occur at higher energies near the
states of theM∗/M+ couple (compare a) and b) in Figure 10.5), whereas the corre-
sponding states of the excited coupleM∗/M− are located at much lower energies.
Here, the concentration of empty states dominates and excitation leads to the for-
mation of empty states of the excited couple which can easily accept an electron
from the semiconductor.
There are many organic molecules such as Ru(II)(bipy)2+3 , which can be oxi-

dized as well as reduced. If, in this case, only molecules in their original oxidation
state are present in the solution, then both redox potentials, EF,redox(M∕M+) and
EF,redox(M∕M−), should determine the equilibrium. Since the concentrations of
M+ andM− are usually very small, the two redox potentials merge to one value as
given by

EF,redox = EF,redox
M
M+ = EF,redox

M
M−

= 1∕2
{
E0
F,redox

M
M+ + E0

F,redox
M
M−

}
(10.6)
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EF,redox occurs just in the middle of the two standard potentials. At equilibrium
EF,redox must be equal to EF of the semiconductor. Since the concentrations of M+

andM− are very low under these conditions, slight changes of theM+ orM− con-
centration leads to dramatic variations in EF,redox and the equilibrium conditions.

10.2
Reactions at Semiconductor Electrodes

10.2.1
Spectra of Sensitized Photocurrents

During the first period of investigation experiments were performed with elec-
trolytes containing a relatively lowdye concentration and thin cells, in order to get
the light at least close to the semiconductor surface and to avoidmuch absorption
in the bulk of the solution. Typical excitation spectra of photocurrents (normal-
ized to equal densities of incident photons), as obtainedwith Ru(bipy)2+3 at various
semiconductor electrodes, are shown in Figure 10.6 [14–16]. The excitation spec-
tra roughly resemble the absorption spectra of this transition metal complex. De-
viations are discussed in more detail in subsequent sections. In the case of TiO2
and SiC, the photocurrent spectra are a little distorted because the absorption
edge of the semiconductors occurs within the range of the Ru(bipy)2+3 absorp-
tion [16]. We have selected this dye as a first example because of its well-defined
redox properties and defined potentials. This makes it possible to prove immedi-
ately the theoretical model derived in Section 10.1. Since the energy positions of
the semiconductors are known frommeasurements of the flatband potential (Sec-
tion 5.3.4) a rather detailed energy scheme of the interface can be plotted using
ΔE0−0 = 2.1 eV (Figure 10.7). According to this scheme, it is quite obvious that
in the case of SnO2 the redox couple Ru(II∕III)(bipy)

2+∕3+
3 (M/M+ in Figures 10.3

and 10.4) has to be considered. In the dark, the corresponding redox potential
occurs at rather positive potentials, that is at low energies in the energy scheme
(Figure 10.7) and the redox potential of the excited system at relatively negative
potentials, that is at high energies. The energy levels of the excited ∗Ru(II)(bipy)2+3
overlap very well with the conduction band, leading to an electron transfer from
these levels into the conduction band of SnO2 (Figure 10.7a) which corresponds
to an anodic photocurrent, as observed experimentally [14]. The dye molecule
is oxidized (Ru(II)→Ru(III)). The same result is obtained with n-TiO2 [15]. In
the case of SiC, the energy bands are much lower so that an electron injection
from the excited dye into the conduction band is no longer possible. On the other
hand, a cathodic sensitization current has been observed with p-SiC (see lower
part of Figure 10.6), that is the Ru(II) complex is reduced. Accordingly, we must
consider here the redox potential of Ru(I∕II)(bipy)1+∕2+3 . In the dark, the redox
potential occurs at rather negative potentials (high energies in Figure 10.7d), and
with the excited system it occurs at relatively positive potentials (low energies in
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Figure 10.6 Excitation spectra of photocurrents at various semiconductors for Ru(bipy)2+3 in
1M H2SO4 (after [9]).

Figure 10.7d). The energy levels of the excited Ru(II)(bipy)2+3 occur at the energy
of the valence band of SiC which makes an electron transfer possible from the
valence band of SiC to the excited ∗Ru(II)(bipy)2+3 (hole injection), which explains
the cathodic photocurrent at p-SiC [9]. A reduction via the valence band process
is not possible with SnO2 and TiO2 electrodes (Figure 10.7c).
In fact, the very first investigations in this field were performed using ZnO, by

Gerischer and Tributsch in 1968 [17, 18]. Besides ZnO, SnO2, TiO2, and SiC sen-
sitization at a few other semiconductor electrodes, such as CdS [19], GaP [20] and
SnS2 [21] have been investigated. All the results obtained so far can be explained
on the basis of the energy diagrams as given in Figures 10.4 and 10.7.
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Figure 10.7 Energy diagram for the interface of semiconductor and liquid Ru(bipy)2+3 : (a, c)
n-SnO2; (b, d) p-SiC (after [9]).

In one case, namely GaP, the excitation spectrum of the sensitization current
wasmeasured by using n- and p-type electrodes using rhodamine-B as a dye [20].
According to Figure 10.8, cathodic photocurrents were observed upon excitation
of the dye. This result is reasonable in terms of a corresponding energy scheme
because the energy bands of GaP occur at rather high energies (see Figure 5.20),
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Figure 10.8 Excitation spectra of the sensitized photocurrent for rhodamine-B (10−5 M) in
1N KCl solution (dashed line without dye): (a) p-GaP; (b) n-GaP; (c) absorption spectrum (af-
ter [20]).

similarly as with SiC. The cathodic current corresponds to an electron transfer
from the valence band into the empty states of rhodamine-B. Such a valence band
process is possiblewith both, n- and p-type electrodes. Further details concerning
the potential dependence of the sensitization current are given in Section 10.2.3.

10.2.2
DyeMolecules Adsorbed on the Electrode and in Solution

As demonstrated in the previous section, photocurrents were observed upon ex-
citation of dyes in a system where the dye was dissolved in the electrolyte. Since
an excited molecule has a limited lifetime, the question arises regarding whether
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only adsorbed molecules or also those in the solution are involved in the charge
transfer process. This depends on the nature of the excited state, that is whether
the excited molecule remains in its singlet state or is converted into the triplet
state before the electron transfer occurs. As already mentioned in Section 10.1,
the singlet lifetime is mostly in the order of 10−9 to 10−8 s, whereas the triplet
lifetime ranges from about 10−6 s up to some 10−1 s.
Since inmost photoelectrochemical experiments, theO2 concentrationwas rel-

atively high, the triplet lifetime was certainly never greater than 10−6 s. The diffu-
sion length L of an excited molecule can be calculated by using Eq. (2.26) as given
by

L = (Dτ)1∕2 (10.7)

in which D is here the diffusion constant and τ the lifetime of the excited dye
molecule. UsingD ≈ 10−5 cm2 s−1, one obtains for amolecule in its excited singlet
state L = 1 nm, assuming a lifetime of τ = 10−9 s, and in its triplet state L = 30 nm
(τ = 10−6 s). According to these values of L, molecules excited in the bulk of the
solution have practically no chance of reaching the electrode before being deacti-
vated to their ground state. Hence, only dye molecules adsorbed at the electrode
surface can be involved in the electron transfer process. When a dye solution is
used, then some of the dye molecules must be adsorbed at the electrode.
This conclusion has been confirmed by several experimental results. First of all,

the excitation spectra of the photocurrent are frequently shifted compared with
the absorption spectra measured with dye solutions, as shown for oxazine ad-
sorbed on an n-type SnS2 electrode (Eg = 2.22 eV) in Figure 10.9 [22]. This red
shift corresponds to an energy difference of about 0.1 eV, which indicates a strong

Figure 10.9 The photocurrent action spectrum of 2mMmethanol solution of oxazine with
0.1M LiCl at a SnS2 electrode, and absorption spectrum of the dye (after [22]).
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interaction between SnS2 and oxazine (also compare with Section 10.2.4). The
photoelectrochemical experimentswere performedwith very dilute solutions and
the anodic photocurrent was found to saturate at a dye concentration of about
2 × 10−6 M [21]. Probably, just one complete monolayer was formed at this con-
centration.
In other cases, there is experimental evidence in the excitation spectra for ag-

gregate formation such as dimers (double peak) which are not visible in the ab-
sorption spectra of the solutions with low dye concentrations. This has been con-
firmed by absorptionmeasurements of adsorbed dye layers (crystal violet on ZnO
electrodes) [23]. Even polymers can be formed by adsorbed dye molecules, as
found, for example, with pseudoisocyanine on ZnO [24]. One example is given
in Figure 10.10. This is a well-known phenomenon for cyanine dyes [25] where
polymer bands have been found at high dye concentrations.
In most sensitization experiments, it has been observed that the sensitization

current decreased with long exposure to light. This result indicates that the re-
action product, that is, the oxidized or reduced dye, remained adsorbed at the
electrode surface and was only slowly exchanged for other dye molecules from
the solution. This result is also of interest from another point of view. At an early
stage of investigation in this field, the question arose concerning whether the pri-
mary step is an electron transfer or possibly an energy transfer after excitation of
the adsorbed dye. The latter process is an exchange of excitation energy between
molecule and semiconductor. Since in all the experiments the bandgap of the
semiconductor was larger than the excitation energy in the adsorbed molecule,
an energy transfer would only have been possible if there were surface states and
if the energy difference between surface states and the valence or the conduction
band matched the excitation energy in the dye. In this case, either an electron in
the conduction band and a trapped hole, or a hole and a trapped electron in the
surface state, would be formed by an energy transfer from the adsorbed dye. The
electron or hole produced by energy transfer, could then be used for further re-
duction or oxidation reactions. As far as the adsorbed dye is concerned, an energy
transfer would lead to a complete deactivation of the dye, that is, the dye would
return to its original state. The experimental result that the sensitization current
decreases with exposure time, is usually taken as a proof for an electron transfer
rather than an energy transfer and there have been no other reports in the liter-
ature which would indicate energy transfer as a primary process. On the other
hand, there is evidence that energy transfer leads to quenching of the excitation
energy. For instance, it was observed that the sensitization currentmeasured with
p-SiC upon excitation of adsorbed eosin decreased immediately to a lower value
with the addition of a second dye, such asmethylene blue to the electrolyte, before
the appearance of a photocurrent peak at wavelengths of the methyl blue absorp-
tion [26]. There was no photocurrent peak due to the excitation ofmethylene blue
during the first period of illumination. A photocurrent peak related to methylene
blue absorption rose only very slowly, due to a replacement of eosin by methylene
blue.
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Figure 10.10 Photocurrent action spectra for an n-ZnO electrode in aqueous solution (pH 5)
with different amounts of adsorbed cyanine dye: curves 1–3, increasing concentration of ad-
sorbed dye; dotted curve, absorption spectrum (after [28]).

It is also an interesting question whether the electron transfer between an ex-
cited dye molecule and a semiconductor electrode occurs via the singlet or the
triplet of the molecule. This depends on thermodynamic and kinetic factors, as
follows:

1. Since the optical energy is smaller for a triplet (S0 → T1) compared with an
excited singlet (S0 → S1), the reduction potential of a triplet molecule is less
negative and the oxidation potential is less positive than those of an excited
singlet molecule. An electron transfer can only occur if the corresponding en-
ergy states still overlap with the conduction or valence band of the semicon-
ductor.

2. It depends on the yield of intersystem crossing (S1 → T1).
3. The intersystem crossing rate (rate constant kisc) has to be compared with

that of electron transfer between the excited molecule in its S1 state and the
semiconductor.

It is reported that the oxidation of several excited xanthene dyes at n-ZnO elec-
trodes occurred via the triplet state. This was concluded from the result that the
quantum efficiency of the sensitization current decreased upon addition of a typi-
cal triplet quencher [27]. Another interesting example is Ru(bipy)2+3 , which shows
in solution an intersystem crossing yield of unity [11]. Nearly all electron transfer
reactions between the Ru complex and an electron acceptor in solution occur via
the triplet state. In the case of adsorbed Ru(bipy)2+3 , electron transfer from the
excited singlet and from the triplet to the semiconductor electrode is possible de-
pending on the coupling of the dye to the semiconductor (see Section 10.2.6). It
should be mentioned here that the energy levels of the excited Ru complex given
in Figure 10.4, were calculated for a triplet state.
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10.2.3
Potential Dependence of Sensitization Currents

Figure 10.11 shows a typical photocurrent–potential dependence as measured
with rhodamine-B at an n-type SnO2 electrode, for three different light inten-
sities. The photocurrent sets in around the flatband potential and is independent
of potential for large anodic polarization. Around the flatband potential where
no electric field occurs across the space charge layer, the injected electron must
return to the oxidized molecule. This process will be discussed in more detail in
Section 10.2.6. At more anodic potentials, the electron injected from the excited
dye, is drawn toward the bulk of the semiconductor by the electric field across the
space charge layer (see inset, Figure 10.11).
In the saturation range, all injected electrons are forced to move into the bulk

and measured as a current. The current was found to be proportional to the light
intensity. It should be emphasized that we have here a photocurrent caused by
the injection of majority carriers, whereas an excitation within the semiconduc-
tor itself always leads to the transfer of minority carriers across a corresponding
interface. The same results have been obtained with other semiconductor elec-
trodes such as ZnO [28], TiO2, and SnS2 [21, 22].
Similar results were also obtained with p-type semiconductors, such as p-GaP

(Figure 10.12a) [20]. In this case, a cathodic sensitization process was observed
which corresponds to a reduction of the excited dye via the valence band (see
also excitation spectrum in Figure 10.8). Since the Ufb of p-GaP occurs at a very
positive electrode potential, the cathodic photocurrent onset also occurs in a fairly
positive potential range and remains constant far into the cathodic region. Here,
the energy bands are bent downward so that the holes injected into the valence
band are pushed toward the bulk by the electric field across the space charge layer

Figure 10.11 Sensitized photocurrents vs electrode potential for 10−3 M solution (pH 9) of
rhodamine-B at an SnO2 electrode (excitation wavelength: 570nm) at different light intensi-
ties. SCE, saturated calomel electrode (after [9]).
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Figure 10.12 Sensitized photocurrents vs electrode potential for rhodamine-B at GaP
electrodes in 1M KCl solution (excitation wavelength: 570nm) (after [20]).

(inset, Figure 10.12a). Here again, majority carriers are injected into the p-type
semiconductor.
As already shown by the spectrum in Figure 10.8, a cathodic photocurrent was

also observedwith n-GaP, its potential dependence being shown in Figure 10.12b.
Since the Ufb of n-GaP was found at a rather negative electrode potential, the
energy bands are bent upward at potentials positive of Ufb. Accordingly, the hole
injected from the excited dye, cannot move into the bulk of the n-electrode (see
the inset of Figure 10.12b) and are transferred back to the reduced dye molecule.
The cathodic photocurrent shows a maximum, that is, it decreases again at high
cathodic polarization. This decrease is due to a reduction of the dye in the dark.
The sensitization of the n-GaP electrode is, of course, a minority carrier process.
The injected holes recombine with the electrons in the bulk and the current is
carried by electrons.Many investigations have shown, however, thatmore reliable
results could be obtained with majority carrier systems.

10.2.4
Sensitization Processes at Semiconductor Surfaces Modified by DyeMonolayers

As already discussed in the previous sections, sometimes problems arise be-
cause it is difficult to distinguish between electron transfer reactions between the
semiconductor electrode and adsorbed dye molecules or dye molecules in the
solution. Therefore, various investigators have studied sensitization effects with
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monomolecular dye layers deposited on a semiconductor electrode and using
electrolytes which are free from any more dye molecules. Two different methods
have been applied for depositing a monolayer. The first method is the Langmuir–
Blodgett technique [29], in which surfactant derivitized dye molecules are at first
spread on water and then transferred to the electrode surface by dip-coating. In
order to obtain a defined monolayer, the dye is mixed with arachidate molecules,
so that finally a diluted monolayer is produced on the semiconductor surface. In
the second method, the dye is transferred to the surface by a surfacemodification
technique [30–32], in which a dye is covalently bonded to the semiconductor
crystal.
With regard to the Langmuir–Blodgett technique, the sensitization of mono-

molecular layers at the SnO2 electrode has been studied. Cyanine dyes with long
hydrocarbon chains have been applied, mainly. Typical excitation spectra of the
sensitized photocurrents, as obtained with a derivatized oxicarbocyanine, are
shown in Figure 10.13 [33]. These spectra were obtained by using an electrolyte
containing no further dye. The photocurrent spectra show the typical dimer
spectrum at higher dye concentrations as proved by absorption measurements
with the same layer. In addition, the photocurrents decreased with increasing dye
concentration. Obviously, the excitation energy was quenched; this was not in-
vestigated further. It should bementioned finally that a stable photocurrent could
only be measured in the presence of a suitable reducing agent such as thiourea,
which reduced the oxidized dye to its original state (see also Section 10.2.5).
A very interesting example was published by Arden and Fromherz [34] who

studied the performance of a multilayer carbocyanine dye structure. They used
two types of cyanine dyes, A and D, incorporated into the multilayer structure as
shown schematically in the upper part of Figure 10.14. Dye A absorbs at around
420 nm and dye D around 370nm. The photocurrent spectra presented in Fig-
ure 10.14 exhibited the following features. If only one dye was used (curves I and
II), the typical photocurrent was observed. In the case of curve I, the photocur-
rent was relatively low because the dye was separated from the electrode by an
inert layer of arachidate molecules which inhibited the electron transfer process.
If both dyeswere used, in a structure given by III, the correspondingphotocurrent
exhibited a spectrumwhich was determined by both dyes. It should be noted that
the spectrum of dye D was then much more pronounced compared with curve I.
This effect was interpreted as energy transfer fromD to A. The complete reaction
scheme is then given by

D + hv → D∗ (10.8a)

D∗ + A → D +A∗ (10.8b)

A∗ → A+ + e− (10.8c)

A+ + R → A + R+ (10.8d)

in which R is the reducing agent in the solution.
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Figure 10.13 Photocurrent action spectra for a monolayer of 3,3′-distearyloxa-carbcyanine on
SnO2, in 0.1M KCl and 10M allylthiourea as an electron donor; Parameters give the concentra-
tion ratios of the dye arachidic acid (after [33]).

The Langmuir–Blodgett technique has also been used for the deposition of
chlorophyllmonomolecular layers on SnO2 electrodes. Such a system is of biolog-
ical interest for studying photoeffects in an ordered structure, because the latter
is a crucial factor in regulating energy migration between chlorophylls as well as
promoting electron transfer processes in photosynthetic organisms. Honda and
his co-workers have studied sensitization processes at SnO2 in detail [35, 36]. An-
odic photocurrents were observed with chlorophyll-a and -b, indicating electron
injection into the conduction band of SnO2. Since the conduction band edge of
SnO2 occurs in neutral solutions at –0.35 eV vs SCE, and the excited singlet and
the triplet donor levels of chlorophyll-a are located around –1.3 and –0.75 eV vs
SCE, respectively, the conduction band is lower than the triplet and the excited
singlet donor levels. Accordingly, it is not possible to distinguish between a singlet
and a triplet mechanism [36]. Most of the sensitization experiments with chloro-
phyll monolayers on SnO2 electrodes were performed with solutions again con-
taining a reducing agent in order to keep the current constant. It is interesting to
note, however, that a small sensitization current was also found without addition
of a reducing agent. This result was tentatively interpreted as an electron transfer
from H2 to the oxidized chlorophyll [35]. A similar observation was made with
monolayers of a Ru complex deposited on SnO2 [37].
In contrast to cyanine dyes and Ru complexes, fairly concentrated chlorophyll

monolayers could be deposited on SnO2. In the latter case, the quantum yield of
the photocurrent was determined as a function of the molar ration of chlorophyll
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Figure 10.14 Photocurrent action spectra
for monomolecular layers of cyanine dyes at a
SnO2/In2O3 electrode at pH 10 with 0.5M al-
lylthiourea. Molar ratio of dye to arachidic acid

is 1 : 5. The parameters for different curves
are explained by the structure of dye layers
shown at the top of the figure (after [34]).

and stearic acid (concerning the definition of quantum yield see Section 10.2.5).
An optimumwas obtained for a 1 : 1 ratio, whereas the quantum yield dropped by
a factor of nearly 3 for a pure chlorophyll layer [35]. This effect was interpreted as
concentration quenching which cannot be further discussed here. The same au-
thors have also investigated chlorophyll multilayers, all of which were deposited
using the Langmuir–Blodgett technique [38]. Since a single chlorophyll mono-
layer is about 14Å thick, precise control of the thickness was possible. As shown
in Figure 10.15, the magnitude of the anodic current increased with the number
of monolayers until it reached a maximum around 10 layers. The quantum yield,
however, was very low and decreased with the number of layers. The latter phe-
nomenon reflects enhanced quenching of the excitation energy and, perhaps, an
increase in the electrical resistance of the multilayer with an increasing number
of layers. The low quantum efficiency is probably related to back reactions at the
highly doped SnO2 electrode, as will be described in Section 10.2.6. The photo-
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Figure 10.15 Dependence of quantum efficiency (solid curve) and photocurrent (dashed
curve) at 675nm on the number of chlorophyll monolayers on SnO2 at 0.1 V (SCE). Electrolyte,
pH 6.9 + 0.05 hydroquinone (after [38]).

electrochemical properties ofmultilayers have also been studied withmuch better
defined semiconductor electrodes. Here highly ordered phthalocyanine mono-
layers have been deposited on single crystalline SnS2 electrodes in a vacuum by
using an organic molecular beam epitaxy (MBE) [39]. These investigations have
also shown that the quantum efficiency declined with more than one monolayer.
As alreadymentioned, a dyemonolayer can also be deposited on a semiconduc-

tor by means of a surface modification technique. In particular, semiconductor
oxides can be fairly easily modified, as was first shown by Anderson et al. for Ru–
bipyridyl complexes [30–32]. Suitable compounds include complexes where the
2,2′-bipyridine groups have carbonyl groups either only at one or at all bipyridine
rings, as shown in Figure 10.16. Such a molecule can form an ester bond between
the oxide surface and the carbonyl group, as illustrated for one bipyridine group
in the reaction scheme given in Figure 10.17. This technique has been widely ap-
plied for various derivatives of the Ru complex, not only on TiO2 [32, 40] but also
on SnO2 [41]. The excitation spectrum as found with Ru(4,4′-dicarboxy-bipy)2+3
on TiO2 single crystals is considerably red shifted with respect to the absorption
spectrum of the Ru complex measured in H2O (Figure 10.18) (Deppe, J., Meiss-
ner, D., and Memming, R. (1992) unpublished results). Accordingly, there is a
rather strong interaction between TiO2 and the dye. In addition, there is only a
weak minimum at the low wavelength side of the photocurrent maximum and
there is a long tail at the red end of the excitation spectrum. These observations
can be taken as an indication for two overlapping spectra, that is, one is the typ-
ical dye excitation spectrum and the other a structureless absorption edge. Such
behavior may be explained by two transitions: one within the dye molecule, the
other a direct transition from the dye ground state to the conduction band, as
indicated by the arrows in Figure 10.19. Such an interpretation has also been sug-
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Figure 10.16 Molecular structure of Ru(bipy)2+3 complexes with several carboxy groups, suit-
able for anchoring the dye on oxide semiconductors.

Figure 10.17 Reaction pathway for anchoring a Ru complex on a TiO2 surface.

gested by other authors, for instance by Goodenough et al. for small coverages
of a Ru-bipy-derivative anchored on TiO2 [30]. In the latter case, there was even
no maximum at all found in the excitation spectrum [30, 31]. The possibility of a
direct electron transition from a dye (oxasine) directly to the conduction band of
a semiconductor (SnS2) has also been suggested by Parkinson [21].
Sensitization by different Ru complexes has been studied, mainly by using

nanocrystalline TiO2 layers (see also Sections 10.2.7 and 11.1.3). It is not clear,
however, whether the application of a Ru complexwith only one bipyridine deriva-
tized by two carboxyl groups (Figure 10.16b) is advantageous, or whether the use
of a completely derivatized system (Figure 10.16a) would be more successful.
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Figure 10.18 Quantum yield of the sensiti-
zation current vs wavelength for a monolayer
of Ru(4,4′-dicarboxy-bipy)2+3 anchored on the
surface of a single crystalline TiO2 electrode in

aqueous solution (pH 2.4), using iodide as an
electron donor (after Deppe, J., Meissner, D.,
and Memming, R. (1992) unpublished results).

Figure 10.19 Transitions and electron injection from a Ru complex, anchored on the surface of
a single crystalline TiO2 electrode, into the conduction band (for details see text).
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10.2.5
Quantum Efficiencies, Regeneration, and Supersensitization

As already mentioned in Section 10.2.2, an electron transfer occurs only from an
excited molecule adsorbed at the electrode surface. Since the exchange of oxi-
dized molecules by new dye molecules in solution is rather slow, the sensitization
decreases with time (Figure 10.20). The relaxation time depends on the light in-
tensity and on the rate at which the oxidized molecules are exchanged for dye
molecules from the solution. Such a decrease, however, can be avoided by adding
a suitable reducing agent (electron donor D) to the electrolyte which is capable
of reducing the oxidized species of the adsorbed dye, that is, regenerating it to its
original state. The reactions involved are given by

Sad + hv → S∗ad (10.9)

S∗ad
kF
←→ Sad (10.10)

S∗ad
ktr
←→ S+ad + e− (10.11)

S∗ad + D
kg
←→ SadD+ (10.12)

At a fairly early stage of sensitization experiments at the semiconductor–electro-
lyte interface, it was found that the stationary anodic sensitization current at
n-type semiconductor electrodes often undergoes a remarkable increase upon
addition of a reducing agent [42]. This phenomenon was frequently termed su-
persensitization by analogy with supersensitization in photographic systems [43].
This effect was not only observedwith ZnO [42] but also with CdS [44] and SnO2.
Reducing agents were applied which were known from photochemical studies to
be capable of reducing excited dyes.Originally, supersensitizationwas interpreted
as the reaction

S∗ad + D → S−ad +D+ (10.13)

S−ad → Sad + e− (10.14)

Accordingly, the excited sensitizer was reduced by an electron donor before the
electron transfer occurred. This process competes with the recombination given
by Eq. (10.10). Such a supersensitization was never really proved. It is assumed
that the increase of the stationary photocurrent upon addition of a reducing agent
is entirely due to the regeneration of the adsorbed dye (Figure 10.20).
The quantum efficiency φ defined as the ratio of the number of electrons trans-

ferred across the interface, and of the number of photons absorbed by the ad-
sorbed dye layer, is not easy to determine. This is on account of the problems of
measuring the light absorption by one monolayer or separating it from the ab-
sorption by the dye solution. Therefore, many scientists prefer to give values of
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Figure 10.20 Photocurrent during light pulse (514nm) at a ZnO electrode in a 10−4 M aque-
ous solution of rhodamine-B, in the absence (1) and in the presence (2) of hydroquinone (af-
ter [28]).

a quantum yield, φin, defined as the number of injected electrons per incident
photons which is easy to measure. These two quantum yields are related by the
equation

φin = φ(1−10−ε′(λ)γ) (10.15)

where the term in brackets gives the ratio of absorbed photons. In this equation, ε′
is given in units of cm2 mol−1 (i.e., ε′ = 103ε) and Γ as the number ofmols per cm2 ,
that is, Γ = χ(6.6× 1023adye)−1 mol cm−2, in which adye is the area covered by one
dye molecule, and χ is the ratio of effective to geometric surface area. Assuming
for instance that adye = 1 nm2 and χ = 1, one has Γ = 1.5 × 10−10 mol cm−2,
and with ε′ = 4 × 107 cm2 mol−1 one obtains φin = 0.014φ. Accordingly, if the
quantum yield would be unity, φin is only about 1.4% for a monolayer.
Quantitative investigations by Parkinson [21] and Spitler [46] have shown that

such high φin values and consequently quantum yields of nearly unity were only
obtained with two-dimensional dichalcogenide electrodes, such as MoSe2, WS2,
WSe2, and SnS2, with their perfect van der Waals surfaces in contact with a dye
solution (e.g., oxazine). As alreadymentioned in Section 10.2.2, here a dye mono-
layerwas formed on the electrode surface at rather lowdye concentrations in solu-
tion.With oxide semiconductors in contact with dye solutions,much lower values
were obtained which usually did not exceed quantum efficiencies of a few percent
(φ ≤ 5%) [47]. According to the photocurrent–potential curves (Figure 10.11),
one would expect at first sight that in the range of saturated photocurrents all
injected electrons would be driven across the space charge layer and detected as
current in the external circuit. Since the luminescence is also quenched, one has
to assume that a considerable fraction of electrons transferred from an excited
dye molecule into the conduction band of an oxide such as TiO2 and ZnO are
efficiently trapped in surface states fromwhere the electrons are transferred back
to the oxidized dye, as illustrated in Figure 10.21 for SnO2 as a semiconductor and
an Ru complex as a dye [8, 16]. Since the dichalcogenide electrodes exhibit nearly
perfect van der Waals surfaces, and therefore a very low density of surface states,
much higher quantum yields can be attained [22]. It is interesting to note that
with single crystalline TiO2 electrodes also, quantum yields in the order of 30–
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Figure 10.21 Quenching of photocurrent by electron transfer via surface states (after [16]).

50% were obtained if the electrode surface was modified by a Ru complex via an
ester bond (see Figure 10.17) (Deppe, J., Meissner, D., and Memming, R. (1992)
unpublished results). Accordingly, the density of surface states was reduced by
making additional bonds between the oxide surface and the bipyridine groups of
the Ru complex.

10.2.6
Kinetics of Electron Transfer between Dye and Semiconductor Electrode

According to the results presented in the previous sections, it is quite clear that an
electron or a hole can be efficiently transferred froman excitedmolecule adsorbed
at the electrode surface into the conduction or valence band, respectively. The dy-
namics of electron transfer have been measured quantitatively with oxazine ad-
sorbed at atomically smooth SnS2 electrodes, by studying the fluorescence decay
of the dye [47]. The adsorbed oxazine was excited by dye laser pulses using a sys-
tem with a response time of about 40 ps. The fluorescence of oxazine on SnS2
showed strong quenching when compared with oxazine on a tape as a reference,
as shown in Figure 10.22. The decay curves were normalized at their maximum,
that is, the fluorescence signal found on SnS2 was multiplied by a factor of 125.
When excited at 640 nm, the sensitized SnS2 showed a very weak fluorescence
with a spectrum similar to the oxazine on tape. This indicates that this fluores-
cence originated frommolecules which were not strongly coupled to the surface,
since the red shift in the emission spectrum associated with surface adsorption
was not present (compare also with the sensitization spectrum in Figure 10.9).
However, when the oxazine was excited near the absorption maximum for the
adsorbed dye, no fluorescence was observed. The decay of the oxazine on tape
samples was a single-exponential decay with a lifetime of 2.6 ns. The decay for the
sensitized semiconductor was more complex and was fitted by two exponential
curves: the shorter was an instrument-limited decay of 40 ps, the longer lifetime
was similar to that found on tape.
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Figure 10.22 Fluorescence decay of oxazine
adsorbed on SnS2. This measurement was
performed in a dry atmosphere after the dye
had been adsorbed. The upper curve (smooth

line) was obtained with oxazine adsorbed on
tape. For comparison, the signals obtained
with SnS2 were multiplied by 125. For details
see text (after [47]).

Since the latter virtually disappeared at low coverages, this component was as-
cribed to the weakly adsorbed dye molecules.
The shorter decay (instrument limited) was attributed to the fluorescence from

adsorbred molecules strongly coupled to the surface, indicating that the electron
transfer rate is much faster than 40 ps. In order to get a more accurate value for
the injection rate, the integrated fluorescence intensities of the fast component of
the sensitized semiconductor decay curvewere compared with the intensity of the
oxazine on the tape reference sample [47]. This analysis yielded a quenching factor
of about 105. From this an electron injection rate of 3 × 1013 s−1, corresponding
to an electron transfer time of around 40 fs, was obtained.
The same authors also investigated the bleaching and recovery of the ground

state of the dye after a 1-ps laser excitation [47]. Since these experiments were
performed under open-circuit conditions, all the electrons transferred from the
excited dye into the conduction band of SnS2 had to return to the oxidized dye.
The corresponding ground state recovery was found to occur within about 10 ps.
Other investigations on transfer rates will be discussed in Section 10.2.7.
Frequently, semiconductor electrodes of relatively high doping have been used

in sensitization experiments. In this case, electrons injected from the excited dye
into the conduction band of a semiconductor electrode can tunnel back through
the space charge layer to the oxidized dye molecule, as illustrated for a SnO2 elec-
trode in Figure 10.23a and b. The thickness of a space charge layer, dsc, can be cal-
culated according to Eq. (5.31) and one obtains, for instance, for a donor density
of 1020 cm−3, dsc = 30Å at UE = 1V; that is, a barrier through which electrons
can easily tunnel. The latter process leads to a quenching of the photocurrent,
as shown for highly doped SnO2 in comparison with weakly doped SnO2 in Fig-
ure 10.24 [16]. The small photocurrent even passes a maximum at a potential at
which the dark current sets in. This dark current at heavily doped SnO2 occurs
just at the redox potential of Ru(bipy)2+3 which was used as a dye. It corresponds
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Figure 10.23 Schematic presentation of electron tunneling at SnO2 electrodes at different
band bendings (after [16]).

Figure 10.24 Current–potential dependence for differently doped SnO2 electrodes in aqueous
solutions of Ru(bipy)2+3 at pH 9; excitation wavelength, 488nm (after [16]).
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Figure 10.25 Relaxation of sensitization current at ZnO electrodes in aqueous solutions of
rhodamine during laser pulse at pH 1; UE = 0 V (SCE) (after [48]).

to the oxidation of the dye, which is achieved by tunneling of electrons in the op-
posite direction, that is, from the dye into the conduction band as illustrated in
Figure 10.23c. This tunneling is, of course, only possible at potentials at which the
conduction band occurs below the redox potential of the dye. The sensitization
current decreases in this range because fewer dye molecules are available at the
surface.
Similar effects have also been found with heavily doped ZnO electrodes [48]. In

this case, the kinetics have been studied in detail by using light pulses of a duration
of some milliseconds for dye excitation. The corresponding transient behavior of
the photocurrents for moderately and heavily doped ZnO electrodes is shown
in Figure 10.25. Since a relatively strong light source (argon laser, 514nm) and
an electrolyte without any reducing agent were used, a slight decay of the pho-
tocurrent within 5 ms was found for moderate electrodes because a considerable
amount of the adsorbed dye was oxidized and could not be replaced sufficiently
quickly by dye molecules from the solution. It should be noted that the photocur-
rent decreased immediately to zero when the light was turned off. In the case of a
heavily doped electrode, the photocurrent decreased considerably more quickly
under the same excitation conditions. Here, a cathodic current was found as soon
as the light was switched off, which finally decayed to zero within about 1 ms
(lower part of Figure 10.25). This cathodic dark current was related to tunneling
of electrons from the conduction band to the oxidized molecule (Figure 10.23b).
Following the treatment of Pettinger et al., the kinetics can be described as fol-
lows [48].
The decay rate of dye molecules adsorbed at the surface is given by

dca,sd
dt

= −ktrαIcs,ad + kTcox,ad + kexc+s,ad (10.16)

in which ktr is the rate constant for the electron injection into the conduction
band, kT the rate constant for the tunneling process and kex determines the ex-
change of oxidized dye molecules adsorbed at the surface with dye molecules in
the electrolyte. Since the dye concentration in the solution is constant we have
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kex = k0excs . If cs,ad, cs, and c+s,ad represent the concentration of the adsorbed
dye molecules, of the dye molecules in solution and of the adsorbed oxidized dye
molecules, respectively, and α = absorption coefficient, I0 = light intensity, the to-
tal current is then given by

j(t) = j+ph + jT

= ektrαI0c0s
k2
k1

(exp−k1t) +
kex
k1

(10.17)

in which

(ktrαI0 + kT + kex) = k1 (10.18)

(ktrαI0 + kT) = k2 (10.19)

and

c0s = cs,adc+s,ad (10.20)

It should be mentioned that direct recombination from the excited molecule to
the ground state, and also the ground state recovery due to recombination and
transfer of electrons via surface states (compare with Figure 10.21), have been
neglected in this derivation. According to Eq. (10.17), the exponential decay is
determined by k1. Since in heavily doped electrodes, k1 includes the tunneling
rate constant kT, the decay should be faster than for moderate dopings as found
experimentally (Figure 10.25). After the light is switched off, the total current is
given by ( j+ph = 0)

j(t) = ekTcox,ad(t = te) exp
[
(kT + kex)(t − te)

]
(10.21)

for t > te.
Here te is the time at which the light was turned off. It is clear from the above

equation that the relaxation of the cathodic dark current is determined by kT
and kex.

10.2.7
Sensitization Processes at Nanocrystalline Semiconductor Electrodes

During the 1990s, many research groups became interested in sensitization pro-
cesses at nanocrystalline semiconductor electrodes because of the possible appli-
cations in photoelectrochemical solar cells (see Section 11.1.1.2). The first exper-
iments were performed by O’Reagen and Grätzel who prepared nanocrystalline
TiO2 layers (anatase modification) by depositing TiO2 particles from colloidal so-
lutions on a conducting glass [49]. Electronic contact between the particles is
made by brief annealing at 450 °C. The internal surface area of the film is con-
trolled by the particle size and the pores. Huge surface areas can be obtained
with this sponge-like structure; assuming a close packing of 15-nm-sized spheres
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Figure 10.26 Schematic presentation of the structure of a nanocrystalline TiO2 layer on a
transparent electrode; the surface of the TiO2 particles is modified by a sensitizer (s).

to a 10 μm thick film, then a 2000-fold increase in surface area can be expected.
Meanwhile various techniques have been applied for making nanocrystalline lay-
ers which cannot be described here (see also Section 9.4). The dye is usually ad-
sorbed by immersing the nanocrystalline electrode in a corresponding dye solu-
tion. In most experiments the semiconductor surface has been modified by an-
choring a Ru complex to the particles (Figure 10.26).
Many interesting experiments became possible because the absorption is high

even if all the dye molecules are anchored to the particle surface. For instance,
optical densities of nearly unity are obtained at the wavelength of the absorption
maximum for a film thickness of about 1 μm. Various research groups have ap-
plied laser flash techniques in order to obtain information on the intermediate
states involved in the electron transfer processes and on the rate of electron injec-
tion. However, there is considerable controversy and confusion in the literature
concerning the timescale and the nature of the primary electron transfer from a
Ru complex into the conduction band. Therefore, only few essential experimental
results are presented here. For instance, Hannappel et al. reported on laser flash
experiments performed with TiO2 nanocrystalline layers loaded with a Ru com-
plex (here: Ru(II)cis-di-(isothiocyanato)bis(2,2′-bipyridyl-4,4′-dicarboxylate), ab-
breviated as N3) [50]. After anchoring, the dye to the TiO2 surface and carefully
rinsing the system in ethanol, these authors performed laser flash experiments
with the electrode in ultrahigh vacuum (UHV). The dye was excited by a short
laser pulse (75–150 fs half-width of the laser pump pulse) in a wavelength range
where it absorbs light. The bleaching of the S0–S1 transition and the excitation of
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Figure 10.27 Excitation and electron injection
from a dye into TiO2 particles (nanocrystalline
layer); large arrows, excitation of the dye by
a pump laser; thin arrows correspond to an

excitation within the conduction band by an
additional light beam for probing the injected
electrons.

free electron absorption within the TiO2 was followed by a light probe signal as
illustrated in Figure 10.27. The result of the bleaching as measured as a transmis-
sion increase after various delay times, is shown in Figure 10.28b (open symbols).
For comparison, the absorption spectra of the dye N3 and its oxidized form, both
dissolved in ethanol, are given in Figure 10.28a. Additional transient absorption of
the excited state of theN3 dye could not be detected. From this result, the authors
concluded that the lifetime of the excited state of the anchored dye is shorter than
25 fs; at least this is the shortest time constant which the authors could extract
from a deconvolution fit.
This interpretation is supported by the observation that a transient absorption

was detected in the near-infrared (1100nm) [50]. The analysis of these curves
yielded an apparent rise time which was also < 25 fs. This transient absorption
was assigned to intraband absorption of electrons injected from the excited dye
into the conduction band of TiO2 (free carrier absorption, see Chapter 1) which
is an important result.
As already mentioned above, these investigations were performed in UHV

which had the advantage that side-reactions were excluded. Some other inves-
tigations have been carried out with the same dye (N3) anchored to TiO2 in
ethylene carbonate/propylene carbonate solutions [51]. Tachibana et al. also pre-
dicted a fast electron injection (< 150 fs) [51]. They did notmeasure the intraband
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Figure 10.28 (a) Stationary absorption spec-
trum of the N3 Ru dye (dotted curve), of the
oxidized N3 dye (dashed curve), both in ab-
solute ethanol, and the difference of these
curves (solid curve). (b) Transient transmis-
sion signal due to N3 dye molecules anchored
to the colloidal TiO2 electrode in ultrahigh

vacuum. The parameter is the time delay be-
tween pump pulse and probe pulses. (The
results were nearly the same for electrodes
immersed in the solution.) The absorption
spectrum of the excited triplet state of the N3
dye, measured in ethanol, is shown for com-
parison (solid squares) (after [50]).

absorption, but detected an intermediate which they related to the absorption of
the excited dye. There are still some discrepancies between the results obtained
by the two groups.However, the results and interpretation of Hannapel et al. have
since been supported by investigations carried out by Ellingson et al. [52]. These
authors performed similar investigations to those published by Hannapel et al.,
but with electrodes which were in contact with an electrolyte, that is, by probing
the time-resolved IR absorption of the injected electrons. They also observed IR
transitions in the range of 4–7μm, due to the absorption of injected electrons
within TiO2 (Figure 10.29). In addition, these authors also used ZrO2 insulator
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Figure 10.29 Time-resolved infrared absorption data for a probe wavelength of 4.63 μm,
following photoexcitation (400nm) of the N3 Ru dye anchored on different oxide surfaces.
(Duration of pump laser pulse, 100 fs) (after [52]).

electrodes on which the same dye was deposited. As expected, in the latter case
no free electron absorptionwas found (see also Figure 10.29). This is an additional
proof for the free carrier absorption model.
The ultrashort time constants of < 25 fs for electron transfer, found by Han-

nappel et al., indicate a different reaction mechanism for the electron transfer
process [52]. The electron transfer occurs more quickly than the vibrational re-
laxation within the dye molecule, that is, the electron is transferred from any ex-
citation level directly into a corresponding energy level in the conduction band.
Because of this strong coupling, this electron transfer cannot be described by the
simple Marcus–Gerischer model which is only valid for comparably weak inter-
actions.
Other research groups have reported on transient formation and luminescence

decays of nanocrystalline TiO2 and SnO2 electrodes,modified by similar Ru com-
plexes, in the pico- and nanosecond range [53–55]. The transient corresponds to
a triplet–triplet absorption and the luminescence to a triplet→ singlet transition
of the dye. In these cases, it has been clearly shown that electron transfer into the
semiconductor leads to corresponding bleaching of the triplet absorption and to
quenching of the luminescence, or to a faster decay of the emission. Accordingly,
the dyemolecule relaxed to its triplet state before any electron transfer took place.
These rather slow processes (nanosecond range) may be assigned to an electron
transfer from an excited molecule (triplet state) at larger distances from the elec-
trode. Interestingly, these slow effects depend on electrode potential. For instance,
Kamat et al. have shown for SnO2 electrodes that the triplet absorption was only
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quenched at anodic bias [55]. Qualitatively, quenching and photocurrent show a
similar potential dependence.
Further studies on the mechanism of electron transfer from an excited dye to

a nanocrystalline semiconductor are necessary for a full understanding of the in-
termediates and products involved in these processes.
Since it was reported that a dye-sensitized solar cell with a conversion efficiency

of about 7% was obtained [49], many researchers started to study the electron
transfer processes which limit the solar conversion efficiency. This is discussed in
detail in Section 11.1.1.2.

10.3
Comparison with Reactions at Metal Electrodes

Sensitization effects have also been studied with metal electrodes. No photocur-
rents were observed with dye solutions without any reducing agent [15]. This
result can be easily understood in terms of an energy diagram as given in Fig-
ure 10.30. In this figure, the empty and occupied energy states in the metal are
shown and the redox potentials of an excited dye, ∗EF(M∗∕M+) for oxidation, and
∗EF(M∗∕M−) for reduction are given. It is quite clear from this scheme that two
processes can occur at a metal electrode: first, an electron transfer from the ex-
cited dye to empty states of themetal (oxidation) and, secondly, an electron trans-
fer from occupied levels in the metal to the excited dye (reduction), as indicated
by arrows. Since the corresponding currents just cancel, no photocurrent would
be expected. One also could describe the behavior by energy transfer from the
excited dye to the metal which leads to quenching of the excitation energy, as
demonstrated with dye monolayers by Kuhn [56].
In some cases, however, an anodic sensitization current was observed if a re-

ducing agent was added to the dye solution contacting the metal electrode. This
has been found, for instance, with rhodamine-B as a dye and allylthiourea as a
reducing agent [57]. The reaction is given by

S + hv → S∗ (10.22)

S∗ → 3S (10.23)

3S + D → S∙ − +D+ (10.24)

in which 3S is the triplet and D the electron donor. These processes occur in the
bulk of the solution. Since the lifetime of the radical S∙ − can be relatively large, it
can diffuse to the electrode where it is re-oxidized according to

S∙ − → S + e− (10.25)

The corresponding current value is mainly determined by the back-reaction be-
tween S∙ − and D+. This kind of photocurrent is based on photochemical effects
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Figure 10.30 Electron transfer between excited dye and metal electrode.

in solution and is also known as the photogalvanic effect, already reported in
1961 [58]. Very large photocurrents have been obtained by using the leuco dye
(SH2) as an electron donor.
Then we have instead of Eq. (10.24)

3S + SH2 → 2S∙ − + 2H+ (10.26)

Here the radical is the only product of the reaction. Since the radicals may exhibit
a large lifetime in O2-free solution, many of them reach the electrode which leads
to a large current [57].

10.4
Production of ExcitedMolecules by Electron Transfer

As studied by Bard and co-workers, the chemiluminescence of Ru(bipy)2+3 can
be observed by electron transfer at metal electrodes when alternatively polariz-
ing the Pt electrode between potentials corresponding to the redox potentials
of Ru2+/Ru3+ and Ru1+/Ru2+ [59]. The emission was interpreted as an electron
transfer according to the reaction

Ru1+ + Ru3+ → 3Ru2+ + Ru2+ (10.27)

followed by
3Ru2+ → Ru2+ + hv (10.28)

In this case, a Ru(bipy)2+3 in its triplet statewas formed by the annihilation reaction
(Eq. (10.27)).
In principle, an excited molecule can also be produced by an electron trans-

fer from the conduction band of a semiconductor to the oxidized species of an
organic molecule (e.g., Ru(bipy)3+3 ). Instead of the annihilation reaction given by
Eq. (10.27) we have then for the Ru complex

Ru3+ + e−(c.b.) → ∗Ru2+ (10.29)
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Such a process is possible at a semiconductor electrode where the conduction
band occurs above the redox potential of the excited molecule; that is in terms of
the usual energy scheme that Ec > E∗

F,redox(
∗Ru2+∕Ru3+). The first experimental

results were published by Gleria et al., who observed luminescence of Ru(bipy)2+3
upon cathodic polarization of an n-SiC electrode in an electrolyte containing
Ru(bipy)3+3 [14]. This result was interpreted on the basis of the processes given in
Eqs. (10.29) and (10.28).
Bard and co-workers have pointed out that it is frequently difficult to attribute

the electrogenerated luminescence unambiguously to the process discussed
above [59]. In several cases, instead of reaction (Eq. (10.29)), the reduced species
is also formed at a semiconductor electrode leading to the annihilation process
(Eq. (10.27)). This difficulty is caused by the fact that the reduction potential of
a molecule in the dark (EF,redox(M∕M−)) is frequently rather close to the oxida-
tion potential of the excited molecule (E∗

F,redox(M
+∕M)) (see, e.g., Figure 10.3).

Luttmer and Bard found one system, rubrene, for which these two potentials are
well separated. These authors observed a luminescence due to electron transfer
from a ZnO electrode to the oxidized species of rubrene [59]. Another interesting
example is the formation of an excited molecule by transfer of hot electrons, as
already discussed in Section 7.8.
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Chapter 11
Applications

Some applications of semiconductor electrochemistry are already widely used,
such as etching of semiconductor devices, and there are others which are promis-
ing for the future. The principles underlying these applications and some exam-
ples will be presented in this chapter.

11.1
Photoelectrochemical Solar Energy Conversion

Since about 1975 there have been efforts in many laboratories around the world
to develop photoelectrochemical systems based on semiconductor materials for
the utilization of solar energy. In principle, photoelectrochemical systems can be
applied to the conversion of solar energy into electrical energy, as well as for the
production of a chemical fuel. Some of the basic processes involved in photoelec-
trochemical cells are similar to those occurring in the photosynthesis of plants.
The lifetime of biological systems is rather short, and the conversion efficiencies
hardly exceed 1%. In nature, this is not really a problembecause plants regenerate
themselves once a year. In the case of technical systems, however, an efficiency of
about 10% and stability over many years are required, which is a great challenge
for scientists working in this field. Hundreds of papers on photoelectrochemi-
cal systems have been published. The basic concepts and many results have been
summarized in various review articles [1–14].
In the following discussions, electrochemical photovoltaic cells, and photoelec-

trolysis cells are treated separately.

11.1.1
Electrochemical Photovoltaic Cells

In principle, an electrochemical photovoltaic cell can be constructed very simply.
It consists of a semiconductor electrode, an electrolyte containing a redox sys-
tem, and an inert counter electrode. The energy diagram for a cell with an n-type
semiconductor and a redox system with a potential close to the valence band is
shown in Figure 11.1. In the upper part of this figure, the equilibrium condition

Semiconductor Electrochemistry, Zweite Auflage. Rüdiger Memming.
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Figure 11.1 Energy level diagram for an electrochemical photovoltaic cell using an n-type
semiconductor electrode.

is presented, that is, the Fermi level is constant throughout the system and the
voltage between the two electrodes is zero. Upon illumination of such a cell, holes
are created and transferred to the reduced species of the redox system. The elec-
trons reach the rear ohmicmetal contact of the semiconductor electrode, traverse
the external circuit, do useful work, and then reduce the oxidized component of
the redox couple at the metal counter electrode (Figure 11.1c). Since no net con-
sumption of material in the electrolyte occurs, this cell works under regenerative
conditions. The current–potential dependence of such a cell is given by Eq. (7.84);
that is, in this case

j = − j0
[
exp

(
− eU
nkT

)
− 1

]
(11.1)

Here the externally applied voltage between the n-type semiconductor and the
metal counter electrodes is U , rather than the overvoltage η in Eq. (7.84).
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Figure 11.2 Current–voltage curves in the dark and under illumination for an electrochemical
photovoltaic cell (with n-semiconductor).

Equation (11.1) is also valid for pure solid-state devices, such as semiconduc-
tor–metal contacts (Schottky junctions) and p–n junctions, as described in Chap-
ter 2. The physics of the individual systems occurs only in j0. The main difference
appears in the cathodic forward current which is essentially determined by j0. In
this respect, it must be asked whether the forward current is carried only by mi-
nority carriers (minority carrier device) or by majority carriers (majority carrier
device). Using semiconductor–liquid junctions, both kinds of devices are possi-
ble. A minority carrier device is simply made by using a redox couple which has a
standard potential close to the valence band of an n-type semiconductor so that
holes can be transferred from the redox system to the valence band in the dark
under cathodic polarization. In this case, the dark current is determined by hole
injection and recombination (minority carrier device) and j0 is given by Eq. (7.65),
that is,

j0 =
eDn2

i

NDLp
(11.2)

In the case of a conduction band process, j0 is given by the kinetics of electron
transfer at the interface (see Eq. (7.54)), that is,

j0 = k−c n
0
s cox (11.3)

in which n0
s is the carrier density at equilibrium. A current–voltage curve in the

dark and under illumination is given in Figure 11.2. The limitation of the cathodic
dark current is mostly due to diffusion. The cathodic dark current is expected
to increase exponentially with U . Since there are frequently deviations from an
ideal slope of 60 mV/decade, a so-called quality factor n is introduced into the
exponent.



382 11 Applications

Besides the photocurrent, the photovoltage of a photovoltaic cell is of impor-
tance. It is obtained for j= 0, that is, U = Uph (see Figure 11.2). We have then

Uph =
(
nkT
e

)
ln

( jph
j0 + 1

)
(11.4)

At this voltage (U = Uph), the anodic photocurrent and the cathodic dark current
are equal. This is called the open-circuit condition as illustrated in the energy di-
agram (Figure 11.1b). The conversion efficiency η of a photovoltaic cell is defined
as

η =
Pm

P0
(11.5)

in which P0 is the power of incident sunlight whereas Pm is the maximum power
output as given by (compare also with Figure 11.2)

Pm = Um
ph j

m
ph (11.6)

The absolute values of Um
ph and jmph depend on the shape of the current–potential

curve under illumination and must be selected so that the rectangle (dashed area
in Figure 11.2) is maximized. The conversion efficiency depends on the bandgap
of the semiconductor as derived in Section 11.1.3. The short-circuit photocurrent
amounts to about 20mA cm−2 under sunlight irradiation. On the other hand, the
photovoltage not only depends on jph but also on j0. According to Eq. (11.4), j0
should be as small as possible. Its final value depends on the combination of semi-
conductor and redox system and on the mechanism of the charge transfer in the
dark (majority or minority carrier process).
The performance of a solar cell is further characterized by the so-called fill fac-

tor (FF) which is defined as

FF =
jmphU

m
ph

jph,sU0
ph

(11.7)

in which jph,s and U0
ph are the short-circuit current and the open-circuit voltage,

respectively.
It should bementioned that a p-type electrode can also be used in a photovoltaic

cell (Figure 11.3). In such a cell, electrons are the minority carriers created by
light, and a redox system with a standard potential close to the conduction band
should be selected. In this case, the electrons are driven toward the semiconductor
surface where they are transferred to the oxidized species of the redox system.
Here, electrons are injected from the reduced species of the redox system into the
counter electrode and traverse the external circuit in the opposite direction from
that in the n-type electrode system (see [2, 5–7, 12, 13]).
The conversion efficiencies depend on the semiconductor bandgap in semicon-

ductor solid and solid–liquid devices, as proved by thermodynamic calculations.
Themaximum efficiency is about 30% for a bandgap around1.3 eV. Further details
concerning conversion efficiencies are given in Section 11.1.1.3.
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Figure 11.3 Energy level diagram for an electrochemical photovoltaic cell using a p-type
semiconductor electrode.

11.1.1.1 Analysis of Systems
In the 1970s and early 1980s, quite a large number of systems were proposed and
investigated. Besides various semiconductors, aqueous and nonaqueous liquids
were being used. Problems arise mainly in aqueous electrolytes because reactions
other than charge transfer with a redox system can occur, such O2 and H2 evo-
lution and, especially, anodic dissolution (see below). Although most semicon-
ductors undergo corrosion in aqueous solutions, a number of systems have been
found in which the anodic decomposition could be sufficiently suppressed in the
presence of a suitable redox system. Another possibility is the use of nonaque-
ous electrolytes such as acetonitrile (CH3CN) or alcohol (CH3OH). A selection
of systems is summarized in Table 11.1. Only those systems are listed here which
exhibit or promise high conversion efficiency besides good stability. It is inter-
esting to note that stable cells with n-type electrodes in aqueous solutions were
mainly fabricated by using S2−/S2−n (or Se2−/Se2−n ) and I−/I−3 as redox systems. The
latter redox couple may be favorable with regard to stabilization because iodine
adsorbs fairly strongly on surfaces. In the case of chalcogenide electrodes, one
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Table 11.1 Electrochemical photovoltaic cell systems. Photovoltage (Uph), photocurrent (jph),
fill factor (FF), efficiency (η).

Cell Eg Solvent Uph jph FF η Ref.
(eV) (V) (mA cm−2) (%)

(1) n-CdSe (S2−∕S2−n ) 1.7 NaOH 0.75 12 – 8 [22]
(2) n-CdSe,Te (S2−∕S2−n ) 1.7 H2O 0.78 22 0.65 12.5 [34]
(3) n-GaAs (S2−∕S2−n ) 1.4 NaOH 0.65 20 – 12 [40, 44]
(4) n-CuInSe2 (I−∕I−3 ) 1.01 H2O 0.64 21 – 9.7 [37, 40]
(5) n-WSe2 (I−∕I−3 ) 1.2 H2O 0.63 28 – > 14 [31, 32]
(6) n-Si (Br−∕Br2) 1.1 H2O 0.68 22 – > 10 [24]
(7) n-Si (Fc1+∕Fc)a) 1.1 CH3OH 0.67 20 > 0.7 > 10 [18, 20]
(8) p-InP (V3+∕V2+) 1.3 HCl 0.65 25 0.65 11.5 [47]

a) Ferrocene

of the other redox systems is advantageous because here any elemental sulfur or
selenium formed as a corrosion product is dissolved as polysulfide (S2−n ) or poly-
selenide, leading to clean surfaces [15, 16].
Most systems, especially the redox systems, were not selected systematically.

The selection was mainly based on good stability of the electrode. Quite remark-
able conversion efficiencies (φ > 14%) have been obtained with several cells. Con-
version efficiencies were obtained in the order of those reported for pure solid-
state devices. In the case of Si (numbers 6 and 7 in Table 11.1) the conversion
efficiency is not limited by the surface chemistry but by the quality of the semi-
conductor [17–19].
Most authors have characterized the cell performance by a so-called power plot,

that is, jph vs Uph and not by a complete j–U characteristic in the dark and un-
der illumination. Two examples are given in Figure 11.4. Since most semicon-
ductors with a bandgap lower than about 2 eV undergo anodic decomposition
in aqueous solutions several attempts have been made to develop new semicon-
ductors. One approach was to use semiconducting transition metal compounds
which possess valence bands derived from transitionmetal d-states, which should
lead to a higher stability [9, 65]. Besides layer compounds such as, for example,
MoS2 and WSe2, materials of the pyrite structure (RuS2, FeS2) are of great inter-
est. In the case of the layer compounds the kinetics of charge transfer have also
been studied. These investigations showed that surface recombination plays an
important role. In the presence of suitable redox systems some materials show
very little corrosion [25, 28]. This is due to the morphology of the crystal sur-
faces, and it is generally assumed that the corrosion occurs only at steps of differ-
ent crystal planes (see also Chapter 8.5) [29]. The steps also play an important role
in the fill factor as determined by surface recombination measurements [30]. It is
interesting to note that Tenne and colleagues found a great improvement in the
conversion efficiencies of a WSe2 (I−∕I−3 ) liquid junction after photoetching the
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Figure 11.4 Power plot: (a) CdSe/(S2−/S2−n ) system in aqueous solutions (after [22]);
(b) n-Si/(Me2Fc

+∕0) system in methanol (after [18]).

electrode [31, 32]. These authors proved that the surface recombination was re-
duced considerably by this treatment. In fact, they reported a high photovoltage
(0.63V) and an efficiency of > 14% (Table 11.1). This results contradicts other
investigations by some extent, as this kind of etching leads to a higher density
of steps, which leads to an increase of corrosion [24, 33]. Possibly the corrosion
problem is less severe when the iodine couple is used as a redox system because it
is strongly adsorbed on the electrode surface. According to the position of energy
bands at the surface and of the standard potential of the iodine couple, it is clear
that this system is a majority carrier device.
Most investigations have been performed with n-type semiconductor elec-

trodes and only a few with p-type materials. In principle, the application of
p-type electrodes should be more favorable because electrons created by light
excitation are transferred from the conduction band to the redox system. Ac-
cordingly, we have here a cathodic photocurrent. This would be advantageous
with respect to the stability of the electrode because most semiconductors do not
show cathodic decomposition [46]. Usually, H2 is formed during cathodic po-
larization and a redox reaction has to compete with this process. Unfortunately,
large overpotentials for the onset of photocurrent with respect to the flatband
potential have been found with most p-type electrodes which has been inter-
preted as having been caused by strong surface recombination and trapping. In
one case, the overvoltage was reduced to a very low level by deposition of a very
thin rhodium film on a p-InP electrode [47]. Using such a p-InP electrode and the
redox couple (V2+/V3+) a reasonably high efficiency was obtained (see number 8
in Table 11.1) [47].
In the late 1980s, CuInX2 electrodes (X= S or Se) have been studied extensively.

These electrodes have shown much better stability in polysulfide solutions than
with CdX2 electrodes, but the fill factor was rather poor in corresponding so-
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lar cells [34]. On the other hand, in iodide solutions a high fill factor and good
conversion efficiency were determined but CuInSe2 was found to be unstable in
I−3 solutions [37, 38]. Surprisingly, the stability was greatly enhanced by adding
Cu1+ [37, 39]. It has been shown that the stabilization is caused by the formation
of a passivating layer of p-type CuInSe3–Se0 [39]. Accordingly, a p–n heterojunc-
tion was formed which is actually the active part of the solar cell.
Several other attempts have been made by various authors to avoid anodic cor-

rosion at n-type electrodes and surface recombination at p-type electrodes, by
modifying the surface or by depositing a metal film on the electrode in order to
catalyze a reaction, It has been frequently overlooked that the latter process leads
to a semiconductor–metal junction (Schottky junction) which by itself is a photo-
voltaic cell (see Section 2.2) [14, 27]. In the extreme case, only the metal contacts
the redox solution. We have then a pure solid-state photovoltaic system which is
contacting the solution via a metal. Accordingly, catalysis at the semiconductor
electrode plays a minor role under these circumstances.
During the last decade, nearly no further results were published in this area.

Instead, most scientists working on semiconductor–liquid junctions concen-
trated their research mainly on so-called dye-sensitized cells (DSCs) and on
semiconductor-sensitized cells (SSCs) as discussed in the following sections.

11.1.1.2 Dye-Sensitized Solar Cells
In the late 1980s, sensitizers have been used in regenerative solar cells. The sensiti-
zation effect is based on the excitation of a dyemolecule adsorbed onto the surface
of a semiconductor electrode, followed by an electron injection into the conduc-
tion band of an n-type electrode, as already described in detail in Chapter 10. The
energy diagram of a complete cell is illustrated in Figure 11.6. In the presence of a
suitable electron donor, such as I−/I−3 , the oxidized dye molecule is reduced back
to its original state (I−3 ). The current in the solution is carried by the redox system
which is then reduced at the metal or carbon counter electrode (Figure 11.6). In
principle, this is a majority carrier device. Here the role of the semiconductor is
simply to transport the electrons from the semiconductor–electrolyte interface
toward the rear ohmic contact; that is, electrons injected from the dye into an n-
type semiconductor electrode after light excitation (Figure 11.6). The advantage
of this method is that a large bandgap semiconductor, such as n-type TiO2, can be
used, which is not involved in the photoelectrochemical reaction; in other words,
the semiconductor electrode remains stable.
Several research groupshave studied the sensitization processes, and themech-

anism is fairly well understood (see Chapter 10). Applications to solar cells have
been suggested at quite an early stage [48]. Although the quantum yield of this
process can reachmore than 90%, the photocurrent efficiency with respect to the
incident light was less than 1% of the light. A few attempts have been made to in-
crease the surface area by using sintered electrodes, without much success, how-
ever [49, 50].
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Figure 11.5 Electrochemical photovoltaic cell based on dye sensitization of a wide bandgap
semiconductor.

A real breakthrough was reported by O’Reagan and Grätzel who showed that
an efficient (7%) regenerative photoelectrochemical solar cell (DSC) could be fab-
ricated using a mesoporous layer of nanocrystalline TiO2 sensitized by a strongly
adsorbed ruthenium dye [54]. This report initiated a lot of new research and hun-
dreds of papers were published in this field just during the last decade.Most of the
corresponding papers deal with the conversion efficiency and its increase. Mean-
while, the optimization of DSCs has lead to cells with AM 1.5 efficiency of up
to 11% (see, e.g., [145, 146]). Unfortunately, the experimental conditions are fre-
quently not very clear inmany papers. According to our own experience, theDSCs
turned out to be rather complex systems and the problems and limiting factors
have to be analyzed in more detail as shown below. As far as possible, we restrict
ourselves mainly to review papers and feature articles.

(a) Fabrication of DSCs The fabrication of the cells seems to be rather simple. As a
transparent anode an SnO2 layer heavily doped with fluorine (SnO2(F)) was used
which is deposited on a glass plate. Frequently this is termed as conducting glass.
Although SnO2 is a typical high bandgap semiconductor, its space charge layer is
very thin when contacting it to another conducting medium because of its heav-
ily doping. Then electrons can easily tunnel through the space charge layer (com-
pare also with Section 7.5). Typically TiO2 (anatase) is used in these cells because
its conduction band is by 0.1 eV higher than in rutile which further leads to an
increase of the photovoltage. The anatase nanoparticles are prepared with a hy-
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Figure 11.6 Structures of typical ruthenium-complex dyes (after [146]).

drothermal process resulting in the formation of a paste (see, e.g., [145]). The
particle size ranges between 20 and 40nm. One conducting glass plate (SnO2(F))
is coated with a thin layer of the TiO2 paste. The film is sintered briefly in air at
about 400 °C to produce a metaporous layer (6–10μm) with a porosity of about
50%. This layer is then sensitized by adsorption of a dye. The counter electrode
(cathode) can also be a conducting glass plate on which a thin layer of platinum
is deposited. The cell is filled with an aqueous or a nonaqueous solution of redox
electrolyte.
The most useful dye molecules are metal complexes as the polypyridyl com-

plex of ruthenium [146]. The first experiments were performed with Ru(bipy)2+3 .
A dramatical increase of efficiency was found with the ruthenium complex cis-
RuL2(NCS)2 (L: 2,2′-bipyridyl-4,4′dicarboxylic acid), known as N3 [151]. It is
mainly due to a metal-to-ligand charge transfer transition upon excitation that
moves the electron from Ru to the p∗ orbital of diimine which is directly attached
to TiO2 [146]. In a subsequently developed N719 dye two protons of N3 were
replaced by a tetrabutylammonium cation. The deprotonation of N3 changes the
polarity at the interface, leading to an upward shift of the conduction band of
TiO2 which increases the photovoltage of the DSC [153]. Although these two
dyes show an excellent behavior in DSCs, they have one disadvantage, namely
their light absorption is too small at wavelengths above 600nm. Hundreds of
other dyes have been examined to extend the absorption toward the near-IR re-
gion [146]. One further dye, called black dye, is worth mentioning. It satisfies
the need to absorb light at longer wavelengths; the “absorption edge” is shifted
to about 900 nm [153]. Corresponding cells also exhibit a good performance.
However, the short-circuit current could not be really increased compared to that
of cells with N3 or N719 because the extinction coefficient of black dye is lower
than that of N719. This would require thicker TiO2 films which may lead to other
problems. The structure of the three important dyes is given in Figure 11.6.

(b) Free energy and driving force The energetics of a DSC are usually discussed
in terms of the relative position of the conduction band of TiO2, the highest oc-
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cupied and the lowest unoccupied states of the dye and the energy state of the
redox system. This picture is misleading. As pointed out very clearly by L. Peter,
the driving force for the movement of charge carriers is the gradiant of the free
energy or the electrochemical potential [147, 148]. The free energy of electrons in
TiO2 and in the redox system are sensitive not only to changes in their potential
energy but also in their concentrations. Following Peter’s derivation but restrict-
ing ourselves to electrons in TiO2 and in the redox system, the electrochemical
potential (Fermi potential) EF,i is given by

EF,i = E0
F,i + kT ln

ni

n0
i

+ zieφ (11.8)

where φ is the inner potential, ni is the density of electrons in the semiconductor
or it is the density of the redox system, n0

i is the density at a suitable reference
state E0

F,i (corresponding to the chemical potential, compare with Section 3.2.4).
The flux is given by [147, 149, 150]

ji = −
ziniμe

e
δEF,i

δx
(11.9)

where μi is either the mobility of electrons in TiO2 or of the redox ions. The gra-
dient of the Fermi level is obtained from Eq. (11.8)

δEF,i

δx
= kT

ni

δni
δx

+ zie
δφ
δx

(11.10)

Inserting Eq. (11.10) into Eq. (11.9) we have

ji = −
μikT
e

δni

δx
− ziμini

δφ
δx

(11.11)

The first term is purely determined by diffusion which becomes clear when
μikT∕e is replaced by the diffusion constant D (see Einstein relation). It is in-
teresting to discuss the flux of charges (Eqs. (11.9) or (11.11)) in terms of the
mobility of charges [147]. In a conventional silicon solar cell only a small gradient
of the Fermi level is required to drive the short-circuit current (ca. 20mA cm−2)
because the mobility of electrons and holes are high (400–1000cm2 V−1 s−1). In a
DSC, electrons in TiO2 and redox ions in the electrolyte are the mobile charges.
The mobility of electrons in TiO2 single crystals is two orders of magnitude
smaller than that in pure silicon, and the mobility of the ionic redox species in the
electrolyte are at least six orders ofmagnitude smaller. Thismeans that larger gra-
dients of free energy are required to support current densities of 10–20mA cm−2

generated by solar radiation.

(c) Current–voltage behavior of DSCs In the dark, the current in a DSC is zero un-
der open-circuit condition, that is, the Fermi level (or electrochemical potential)
is equal throughout the cell. Applying an external voltage across the cell the Fermi
level at the TiO2 surface will be different with respect to that of the redox system,
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as its quantitative value depends on the voltage and its polarity. It is assumed again
that no potential occurs at the backside contact between SnO2(F) and TiO2; that
is, electrons can tunnel through a possible space charge layer within the heav-
ily doped SnO2(F) underneath the TiO2 layer. Before deriving a current–voltage
dependence we have to consider at first the generation, recombination, and trans-
port electrons. Under steady-state conditions (dnc∕dt = 0), the fate of electrons
is given by the continuity equation (compare with Eq. (7.62)):

Dn
d2nc

dx2
−

nc

τ
+ ηinjαI0 exp(−αx) = 0 (11.12)

in which nc is the electron density in the conduction band of TiO2, Dn the diffu-
sion constant of electrons, τ is their relaxation time, is ηinj the efficiency of elec-
tron injection from the excited dye into TiO2, α is the absorption coefficient (in
reciprocal length) of the dye and I0 the intensity of the incident light.
Equation (11.12) is only valid if the transport of electrons is entirely controlled

by diffusion, similarly as described in Section 7.3.3. In addition, the porous
nanocrystalline electrode is treated as optically homogeneous. Following the
derivation of Peter [147] the boundary conditions are given by

nc(x = 0) = n0
c exp

( eU
kT

)
(11.13a)

dnc

dx
= 0 at x = d (11.13b)

in which d is the thickness of the porous layer and U is the externally applied
voltage.
Södergren et al. [154] solved the continuity equation (11.12). The result is

j = eηinjI0(1 − exp(−αx)) −
eD0n0

cd
L2
n

(
exp eU

kT
− 1

)
(11.14)

With the diffusion length Ln which is related to the relaxation time τ by the Ein-
stein equation. The first term in Eq. (11.14) describes the generation of electrons
in TiO2 and the second their transport by diffusion. In analogy to a classical diode
equation (see Sections 11.1.1 or 2.2.3) we can also write

j = jph − j0
(
exp eU

kT
− 1

)
(11.15)

in which jph is the photocurrent andU the externally applied voltage. Comparing
this equation with Eq. (1.14), we have

jph = eηinjI0(1 − exp(−αd)) (11.16)

j0 =
eD0n0

cd
L2
n

=
en0

cd
τ

(11.17)
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Polarizing the cell in the reverse direction, one obtains from Eq. (11.15):

j → jph + j0 ≈ jsc (11.18)

In systems of good performance of photocells, it is required that the reverse cur-
rent is mainly only determined by jph under sunlight excitation, that is, j0 must be
small and accordingly the diffusion length Ln or the lifetime of injected electrons
τ must be large. The exponentially rising forward current in the dark (or under
illumination) is also essentially determined by j0. This means that in the diffusion
model, electrons are transferred from the ohmic backside contact to the TiO2 and
from there to the I−3 ions. The j–U dependence in the darkwas investigated by only
one or two research groups [147, 148, 155] whereas hundreds of other research
groups concentrated primarily on the conversion efficiencies (see below). This is
rather surprising because the forward dark current reveals the quality of the solar
cell. For instance, the formation of the mesoporous TiO2 may not lead to a layer
being completely compact so that the electrolyte with the I−3 ions may contact the
underlying conducting glass. This would lead to a parallel shunt through which
the corresponding currentwould also increase exponentially. Thismay be avoided
or at least reduced by a proper heat treatment after deposition of the TiO2 layer.
In other cases, the shunt could be entirely eliminated by depositing at first a thin
(≪ 50 nm) compact blocking layer TiO2 on the conducting glass [148]. The elec-
tron transfer from SnO2 (F) to TiO2 and further to I−3 via bulk trapping states and
finally to the I−3 is shown in Figure 11.8a (see also the next section.)
Besides the photocurrent, the photovoltage Uph of a solar cell is also of impor-

tance. It is obtained for j= 0 as given by Eq. (11.4) (see Section 11.1.1). Inserting
Eqs. (11.16) and (11.17) into Eq. (11.4), one obtains

Uph = mkT
e

ln

(
ηinjI0L2

n

Dnn0
cd

)
= mkT

e
ln

(ηinjI0τ
n0
cd

)
(11.19)

where m is the ideality factor (see Chapter 2.3). In Eq. (11.19), it is assumed that
αd ≫ 1 and jsc ≫ j0. Plots of Uph vs log I0 yielded slopes of 60–90mV/decade
[148]. We return to this problem below.
In most other publications, only values of conversion efficiencies are reported.

In some cases at least a so-called power plot, that is, iph vs Uph, is published (see
Section 11.1.1). The best example as obtained with a TiO2 layer and I−/I−3 as a re-
dox system was found in a review paper published by Graetzel [145] as illustrated
in Figure 11.7

(d) Cell performance The detailed properties of the porous DSCs are hidden in
the diffusion length and diffusion constant. This was already realized by Söder-
gren et al. and they tried to obtain information of these quantities by determining
the incident photon to current efficiency (IPCE) also known as external quantum
efficiency (EQE) η(λ) [154]. They derived expressions for illumination through the
backside (substrate) electrode (SE) and through the electrolyte (EE). They showed
that the spectral response of η(λ) differs for the two ways of illumination, a result
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Figure 11.7 Photocurrent–voltage curve of a DSC at different light intensities (after [145]).

which illustrates nicely the consequences for small (L < d, d is the thickness of
the TiO2 layer) and for large diffusion lengths (L > d). More recently, Barnes et
al. presented a more rigorous integration of the stationary continuity equation
(Eq. (11.12), that is, they determined the electron density in the TiO2 layer for
the two ways of illumination (Se) and (EE)) [156]. The corresponding IPCEs were
calculated by η(λ) = [Dn dnc(0)∕dx]∕I0 which leads to rather complex equa-
tions which are not given here. The ratio of η(EE)/η(SE) is particularly useful be-
cause the ηinj terms cancel. Accordingly, the corresponding values depend only
on the ratio L∕d. The same authors performed correspondingmeasurements and
an evaluation of their IPCE data yielded values of the diffusion length Lwhich de-
pended on the light intensity. In addition, the same authors found that diffusion
lengths derived from normal small perturbation transient methods to be about
two times larger than the values of L obtained from stationary IPCE measure-
ments. These results are disappointing and a diffusion length being dependent on
the light intensity is not really acceptable.
Bisquert et al. attacked the problem from a different point of view [157]. As

already indicated in Eq. (11.19), an ideality factor m is frequently introduced if
the slope of current–potential curves does not follow an ideal diffusion model.
This has also been observed with some solid-state devices such as pn-junctions
(see Section 2.3) and Schottky junctions (Section 2.2). This was interpreted by
the recombination of electron and holes via interband recombination centers or
trapping states within the space charge region or by electron transfer via interface
states. According to these models, the ideality factor is expected to be between
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1 and 2. Under these circumstances, the recombination rate in DSCs does not
vary linearly with the electron density (second term in Eq. (11.12) [157]). Bisquert
introduced a recombination rate R = krn

γ
c with γ < 1. Only for γ = 1 the recom-

bination rate can be expressed by R = krnc = nc∕τ. This γ-factor was related to
the ideality factorm by γ = 1∕m. According to measurements of Uph vs log I0 m
typically ranges around 1.5 (Eq. (11.19)), so that γ ∼ 0.67 (for details see [157]).
Peter and his group solved such a nonlinear continuity equation numerically for

steady-state conditions (dnc∕dt = 0; i.e., the electron concentration at any posi-
tion in the film is not varyingwith time, so that trapping and detrapping ratesmust
be equal) [158]. They investigated IPCE spectra for front (EE) and rear illumina-
tion (SE) and derived spectra of the ratio η(EE)/η(SE) and fitted them to corre-
sponding experimental data assuming constant kr and γ-values. It is interesting to
realize that also in this case an apparent intensity dependence was found although
the kr and γ-valueswere constant for all light intensities. The best fit was obtained
with γ = 0.73 and kr = 9 × 106 cm−0.81 s−1 (please note the strange dimension of
kr which is not acceptable). These results indicate clearly that an interpretation in
terms ofD, τ, and L is not possible because the electron transfer occurs via surface
states (Peter, L.M., private communication and [175]) as illustrated in Figure 11.8.
Of course one can “fit” the “reaction order” by choosing an appropriate density of
function for the surface states but there are no measurements that give informa-
tion about their energetic distribution in mesoporous TiO2 (Peter, L.M., private
communication). Applying a method which involves some form of small ampli-
tude perturbation the analysis of data is even more complicate because dn∕dt is
not zero. Actually, the electron movement in these mesoporous films is not un-
derstood.
The question may be raised whether there are ways to improve some proper-

ties of a DSC such as photovoltage and conversion efficiency. There are several
reports on the investigation of systems in which the I−/I−3 redox system which
absorbs light in the visible region, was replaced by Br−/Br2 or by outer-sphere
redox couples such as ferrocene or cobalt bipyridine complexes. Since the stan-
dard potentials of the two latter couples wouldmatch much better with the redox
potential of the excited dye (frequently expressed by the HOMO of the dye), one
should gain inUph by about 0.1V (see, e.g., [146])However, in these cases the pho-
tovoltage was found to be even smaller than with the I−/I−3 redox couple [148]. As
already mentioned in the previous section, the forward (cathodic) current is de-
termined by an electron transfer process from the SnO2(F) to TiO2 and finally
from surface states to I−3 ions as shown in Figure 11.8a). In order to obtain a small
forward current, j−, the electron transfer must be small. On the other hand, the
short-circuit current under illumination based on the excitation of the adsorbed
dye molecules should be large, as indicated in Figure 11.8b).
Some attempts have been made to replace TiO2 by some other stable semicon-

ductor [146]. At the first sight, this makes sense because the surface chemistry
of TiO2 seems to be complex so that, for instance, fundamental investigations
with TiO2 single crystals never yielded reproducable results as found in the au-
thors laboratory. A replacement by a ZnO mesoporous layer seemed to be very
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Figure 11.8 Electron transfer across the mesaporous TiO2 liquid interface (a) under forward
conditions in the dark, (b) under short circuit conditions under illumination.

reasonable because studies of redox processes at ZnO single crystals have shown
an ideal electrode behavior as discussed in Section 7.3.4. However, the perfor-
mance of ZnO films in DSCs was found to be consistently worse than that of
TiO2 films [146]. The question remains what makes TiO2 so special for the use
in DSCs. Perhaps a huge density of traps and its favorable energetic distribu-
tion leads to a relatively low back electron transfer to I−3 and therefore to a low
forward current density. Nevertheless, the performance of a cell consisting of
SnO2/TiO2/dye/(I−/I−3 )/counter electrode is remarkable although there is no real
chance to increase the conversion efficiency of such a system.

11.1.1.3 Semiconductor Sensitized Cells (SSCs)
It is an urgent need for new carbon-free energy sources. One way is to increase
the efficiency and to decrease the cost of photovoltaic cells. When electrons are
excited by photons having energies in excess of the bandgap they tend to rapidly
thermally relax to the conduction band edge. The basis is here the calculations
by Shockley and Queisser who determined the maximum solar to electrical en-
ergy conversion efficiency for an optimal single bandgap (Eg) semiconductor ab-
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sorber to be about 31% [159]. Concepts for third-generation solar cells, in which
this limit is passed around, was suggested by Green [160]. One such mechanism
currently under active investigation is to convert the excess energy of incident
photons with Eg ≥ 2Eg into additional free carriers in the material. In an ideal
material, two carriers per photon are produced beginning at Eph = 2Eg and, for
instance, four carriers at Eph = 4Eg. This process is known as carrier multiplica-
tion via impact ionization in bulk semiconductors but is quite inefficient because
it usually requires Eph to be much greater than 2Eg to generate an additional car-
rier per incident photon. Nozik suggested in 2002 that a carrier multiplication
can be considerably enhanced by using a system which is based on quantum dot
(QD)material instead of ordinary bulk semiconductors [162]. This paper initiated
many new investigations and it was shown that indeed multiple exciton genera-
tion (MEG) occurs with quantum dots. These results are discussed in detail in
Section 9.4.1. Furthermore, it was shown that a multiple exciton collection in a
sensitized photovoltaic system is possible. Sambur et al. used TiO2 single crys-
tals on which PbS quantum dots of different size were deposited in a solution of
S2−/S2−n electrolyte [161]. They demonstrated that a collection of photocurrents
with quantum yields greater than one electron per photon is possible, a result
which is also discussed in Section 9.4.1. Some other scientists attacked the prob-
lem by using mesoporous TiO2 and TiO2-nanotubes [163].
It is an interesting question whether it is possible to produce a pure solid-state

device consisting of quantum dots in which the quantum efficiency exceeds 100%
via MEG. Rather recently Semonin et al. reported on investigations with systems
consisting of a glass plate with a transparent oxide as conducting layer (ITO) on
which a nanocrystalline n-type ZnO film and a layer of p-PbSe quantum dots
were deposited (see the inset of Figure 11.9a) [164]. The system was completed
by a gold layer produced by vapor deposition. These authors found a peak elec-
tron efficiency (EQE) as high as 114%. The preparation of such an n–p planar
heterojunction, however, is rather complicated because of the following reason.
The assembly of the QD layer must address a multitude of issues resulting

from the synthetic techniques used to produce the colloidal PbSe quantum dots
before deposition. A controlled synthesis of PbSe dots of different sizes requires
long chain organic ligands such as oleic acid. However, when these ligands re-
main in corresponding films of quantum dots, they create a large barrier to
electronic transport. Therefore, these ligands must be removed. At present, the
most successful method is a layer-by-layer deposition of the PbSe quantum dots
and a treatment in a solution with a short ligand chain compound such as 1,2-
ethanedithiol (EDT) between each step. This treatment showed a clear improve-
ment of the diode characteristic (see Figure 11.9). An investigation of the layers
by fast transient absorption spectroscopy confirmed this result but also showed
a decrease of the MEG efficiency. This could be avoided by an additional treat-
ment with hydrazine. methylamine, and ethanol preserved the MEG enhanced
the photon-to-exciton quantum yield. In addition, it was found that the latter
treatment leads to a superior electron mobility in the order of 1 cm2 V−1 s−1.
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Figure 11.9 Comparison of current–voltage
characteristics under simulated AM1.5G illu-
mination of device assembled from EDT- and
EDT-hydrazine-treated. (a) Small 0.98 eV QD
films and (b) large 0.72 eV QD films. Solid lines
correspond to 200mWcm−2 illumination,
dot-dashed lines to dark conditions, purple

to small QDs with EDT-hydrazine, red to large
QDs with EDT+ hydrazine, and gray to the re-
spective CDs with EDT-only treatment. The
upper inset to (a) displays a false-color cross-
sectional SEM of a typical device. The inset to
(b) shows the effect of aging (25 days under
N2) or mismatch-corrected PCE (after [164]).

In such an assembly, the thickness of the ZnO layer was about 50 nm and that
of the PbSe layer was 60–250nm. The EQE as determined with various systems,
is given in Figure 11.10a.
The best results were obtained where the underlying glass plate is coated with

a 70nm antireflection layer of MgF2. In order to get more insight into the behav-
ior of the devices it is also useful to determine the internal quantum efficiency
(IQE) which is defined as a quantum efficiency per absorbed photon as shown
in Figure 11.10b. Here it is visible that the effect of MEG on the quantum yield
becomes evident at Eph ≥ 3Eg. This result is in agreement with ultrafast tran-
sient spectroscopy at colloidal PbSe solutions as discussed in Section 9.4.1. Fur-
ther evaluations of the quantum yield illustrates that the effect of MEG can lead
to quantum efficiencies even above 114%.
It should be mentioned here that the research group around Beard and Nozik

has also investigated Schottky junctions inwhich ametal of lowwork functionwas
deposited on the p-type PbSe quantum dots. Although considerable photocur-
rents were observed the barrier height of the junction was rather small, so the
multiexciton generation could not be observed [165]. It is not easy to produce a
Schottky junction of high barrier height because usually Fermi level pinning oc-
curs as discussed in Sections 2.2.1 and 2.2.2.
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Figure 11.10 (a) EQE peaks for 18 indepen-
dent devices made with QD bandgaps of
0.71 eV (yellow), 0.72 eV (blue) and 0.73eV
(red) as well as a device with an antireflective
coating (black). (b) Collected IQE curves versus
the ratio of photon energy to bandgap, hν∕Eg,
for the three QD sizes. The dashed curve is a
previously published fit for colloidal QDs us-
ing the model described in [165] whereas here
it has been normalized for intrinsic losses in
the cell due to recombination. (c) Peak IQE val-
ues for seven different QD sizes. The peak IQE

values, corrected for intrinsic losses in the so-
lar cell (estimated at ≈ 25%). Error bars are the
propagated uncertainty of 5 to 30measure-
ments at the given wavelength of both the
reference detector and the test solar cell. The
solid black curve is the original fit to colloidal
QDs from [165] whereas the dashed curve is
the same as in (b). The hollow triangles and
squares represent ultrafast transient absorp-
tion measurements of PbSe QD solutions as
given in [165] (after [165]).

11.1.1.4 Conversion Efficiencies
The driving force for the movement of charge carriers is the gradient of the elec-
trochemical potential (or Fermi level) between the semiconductor electrode and
the redox system. The photocurrent jph is large if the charge carriers are produced
within their diffusion length. Besides the photocurrent, the photovoltage of a pho-
tovoltaic is of importance. It varies with the ratio jph∕ j0 as given by Eq. (11.4).
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Accordingly, the exchange current j0 should be small. In an electrochemical cell
j0 depends on the charge transfer kinetics as derived in Chapter 7. Similarly as in
pure solid-state devices (Chapter 2), also minority as well as majority processes
are possible in electrochemical cells (Sections 7.3.4 and 7.3.5). The lowest j0 val-
ues were obtained with minority carrier reactions. Since most electrochemical
photovoltaic systems, studied so far are governed by majority carrier processes,
relatively low conversion efficiencies were found experimentally.
As discussed in Section 11.1.1.3, Shockley and Queisser have derived themaxi-

mum solar to electrical energy conversion efficiency for a pure solid photovoltaic
device already at a very early stage of research, namely already in 1961 [159]. They
assumed an optimal single bandgap semiconductor absorber and calculated the
conversion efficiency in dependance of the bandgap. A maximum of 31% was
found at Eg ≈ 1.2 eV. Further models have been derived which are not only ap-
plicable to regenerative cells but also to the photochemical formation of useful
fuels such as, for instance, hydrogen by Ross and co-workers [55, 56] (compare
also with Section 11.1.2.4). Applying at first the latter model to a cell consisting of
a semiconductor and a redox system one obtains a derivation as follows.
At equilibrium in the dark, the recombination rate for radiative transitions is

equal to the radiation emitted by a black body, that is,

jr,dark = jBB = ∫ 8πn2λ−4
[
exp

(
hc
λkT

)
− 1

]
σ(λ)d(λ) (11.20)

in which n is the refractive index of the absorber, c is the light velocity, λ is the
wavelength, and σ(λ) the absorption probability. It is assumed that all photons of
an energy above the bandgap energy are completely absorbed, whereas those of
lower energy are not absorbed. Assuming further that the radiative recombination
rate is proportional to (np − n2

i ) during illumination (nonequilibrium), then the
recombination rate is given by

jr = exp
(
ΔEF

kT

)
jBB (11.21)

in which ΔEF is the difference between the quasi-Fermi levels of electrons and
holes. Equation (11.21) is always valid because it can be derived from the first and
second laws of thermodynamics [57–59]. The excitation rate of the illuminated
absorber (semiconductor) is given by

je = ∫ I(λ)Ephσ(λ)d(λ) (11.22)

in which I(λ) is the differential light intensity and Eph is the photon energy. The
maximum difference between the two quasi-Fermi levels ΔEF,max is obtained
when je = jr. Then we have with Eq. (11.9)

ΔEF,max = kT ln
( je

jr

)
(11.23)
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Figure 11.11 Energy band model and photovoltage in terms of differences in the quasi-Fermi
levels.

This difference of quasi-Fermi levels is identical to the maximum photovoltage
which can be obtained with a solar cell. This is illustrated in Figure 11.11 for a
photoelectrochemical cell. Evaluating Eq. (11.23) one can prove that the maxi-
mum photovoltage is always considerably smaller than the bandgap; for instance,
for GaAs (Eg = 1.4 eV) ΔEF,max = 0.9 eV. Using in this case a redox couple with
a standard potential which is located near the valence band, then under illumi-
nation a band bending of about 0.5 eV remains. The maximum photovoltages ob-
tainable for semiconductors of different bandgaps are given in Figure 11.12. These
considerations lead to a very important conclusion: although it was shown in the
previous section that the photovoltage can be relatively large (see Eq. (11.4)), there
is a thermodynamic limit.
Further, it should be emphasized that the output power of a solar cell and not the

photovoltage should be maximized. In this case, the photovoltage will be lower,
that is, ΔEF,max must be reduced to ΔEF,s. According to Ross et al., one obtains for
the maximum power [55]

P = je
(
1 − kT

ΔEF,max

)
ΔEF,s (11.24)

with

ΔEF,s = ΔEF,max − kT ln
(ΔEF,max

kT

)
(11.25)

Assuming a quantum efficiency of unity, je is the photocurrent of the cell. The
maximum conversion efficiency is defined by Eq. (11.5). It can be calculated for
semiconductors of different bandgaps from Eqs. (11.5) and (11.24). The results
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Figure 11.12 Maximum difference between quasi-Fermi levels (photovoltage) vs bandgap
(after [27]).

Figure 11.13 Theoretical conversion efficiency vs bandgap for a photovoltaic cell (after [27]).

are presented in Figure 11.14. The highest efficiency is 28% at Eg = 1.2 eV. This
calculation is valid for solid-state photovoltaic devices (p–n junction, Schottky
junction) as well as for a photoelectrochemical photovoltaic cell (Figure 11.13).
The theory of Ross et al. derived for radiative transitions can be extended to

raditionless recombination. It is assumed here that at equilibrium electron–hole
pairs are also created by electron–phonon interactions. The same type of inter-
action is considered for the recombination process. On the basis that its rate in-
creases exponentially with the difference between the quasi-Fermi levels – an as-
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Figure 11.14 Curve a, photocurrent for a re-
dox couple with a relatively negative standard
potential; curve b, dark current (without redox
system; curve c, photocurrent in the pres-
ence of the reduced species of a redox system

with a rather positive standard potential (see
U0
redox); curve d, dark current in the presence

of the oxidized species of the redox couple
(after [27]).

sumption which does not follow from the first principles in thermodynamics –
Ross and Collins derived a recombination current as given by [56]

jr = ζ exp
(
ΔEF

kT

)
jBB (11.26)

in which ζ is the ratio of radiationless to radiative transitions. This effect can lead
to a considerable decrease of photovoltage and of efficiency.
The application of this theory to regenerative photoelectrochemical cells has

consequences. In principle, a photocurrent can flow across a semiconductor–
electrolyte interface when the energy bands of an n-type semiconductor are bent
upward, that is, its onset is expected at the flatband potential as indicated by curve
a in Figure 11.14. In order to obtain a high photovoltage and, consequently, a large
conversion efficiency, one would select a redox couple of a rather positive stan-
dard potential which is located near the valence band of an n-type semiconduc-
tor electrode. According to Eq. (11.4), a photovoltage in the order of the bandgap
Uph ≈ Eg∕e could be expected if the cathodic partial current, determined es-
sentially by Eq. (11.3), is extremely low as illustrated by curve b in Figure 11.14.
However, this result is in conflict with the thermodynamic derivation, according
to which the photovoltage or the maximum difference of the quasi-Fermi levels
ΔEF,max is always considerably smaller than Eg∕E (Figure 11.12). Since the ther-
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modynamic conditions must be fulfilled, excited electron–hole pairs have to re-
combine at lower band bending [27], that is, the photocurrent onset occurs at
more anodic potentials as shownby curve c in Figure 11.14. Such an additional re-
combination has been observed in various experiments. It has been interpreted as
corresponding transitions in the space charge region or via surface states [60, 61].
In some cases, a shift of the flatband potential has also been observed during il-
lumination [27, 144].
Concerning recombination via energy states in the space charge region or at the

surface, it is important to note that it also affects the cathodic dark current at an
n-type electrode. For instance, using a redox couple of a standard potential which
is very close to the valence band, holes are injected. Since these holes recombine
via the same surface states, the cathodic dark current rises at the same poten-
tial at which the photocurrent occurs [63], as shown by curve d in Figure 11.14.
Accordingly, a current–potential dependence as given by curve b is very unlikely.
The optimal conditions are presented by the potential dependence of the to-

tal current (the dotted curve in Figure 11.14, sum of curves c and d). The high-
est conversion efficiency is obtained at point P with a photovoltage of Uph =
ΔEF,s∕E [27]. According to Figure 11.14, it is not necessary to select a redox couple
of a standard potential near the valence band. Theoretically, it is only necessary to
have U0

redox − Ufb ≥ ΔEF,max∕E. The application of this theory to the production
of a chemical fuel will be discussed in Section 11.1.2.

11.1.2
Photoelectrolysis

As already mentioned, the photoelectrolysis of water into hydrogen and oxygen
has been an objective of many researchers. The work done since the early 1970s
has been reviewed by many authors [4, 12, 64–68]. Several approaches to photo-
electrolysis are possible. One approach is to use semiconductor–liquid junctions
to produce the internal electric fields required to efficiently separate the electron–
hole pairs created by the absorption of light in the semiconductor, with the holes
subsequently oxidizing water at an anode region and the electrons reducing water
at a cathode region. The anode and cathodemay be separate electrodes [4, 12, 64–
66], or combined into monolithic structures called photochemical diodes [69].
Simple dispersions or semiconductor particles as single-phase or multiphase ma-
terials may also achieve photoelectrolysis if the bandgap and flatband potential
are appropriate (see below).
A second possible approach, based on semiconductor–liquid junctions, is to ad-

sorb dyemolecules onto the semiconductor surface which, upon light absorption,
will inject electrons (into n-type semiconductors) or holes (into p-type semicon-
ductors) from the excited state of the dye molecule into the semiconductor. In
principle, the photo-oxidized (or photoreduced) dye can then oxidize (reduce)
water, and the complementary redox process can occur at the counter electrode
in the cell. However, this approach has never been demonstrated experimentally.
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A third approach is to use solid state p–n or Schottky junctions to produce the
required internal fields for efficient charge separation and the production of a suf-
ficient photovoltage to decompose water. The solid-state photovoltaic structure
could be external to the electrolysis device, or it could be configured as a mono-
lithic structure and simply immersed into aqueous solution.

11.1.2.1 Two-Electrode Configurations
For photoelectrolysis using semiconductor–liquid junctions in which light is ab-
sorbed in the semiconductor, various cells are possible. The first type consists of
an n-type semiconductor electrode and a metal electrode and is configured simi-
lar to a photoelectrochemical photovoltaic cell. The appropriate energy diagram
is illustrated in Figure 11.15a. The two electrodes, n-semiconductor and metal
counter electrode, are short circuited by an external wire. In the case of an n-type
electrode, the holes created by light excitation must react with H2O resulting in
O2 formation, whereas at the counter electrode H2 is produced (see, e.g., [27, 70].
The electrolyte can be described by two redox potentials, E0(H2O∕H2) and by
E0(H2O∕O2), which differ by 1.23 eV. At equilibrium (left side of Figure 11.15),
that is, in the dark, the electrochemical potential (Fermi level) is constant in
the whole system and occurs somewhere between the two standard energies
E0(H2O∕H2) and E0(H2O∕O2). Its position depends very sensitively on the rela-

Figure 11.15 Photocleavage of H2O at n- and p-type electrodes (energy diagram).
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tive concentrations of H2 and O2. The two reactions, O2 formation at the n-type
semiconductor and H2 formation at the counter electrode, can obviously only
occur if the bandgap is > 1.23 eV, the conduction band being above (negative)
of E0(H2O∕H2) and the valence band below (positive) E0(H2O∕O2). Since mul-
tielectronic steps are involved in the reduction and oxidation of H2O, certain
overvoltages occur for the individual processes which lead to losses. Accordingly,
the bandgap of the semiconductor must sufficiently exceed the minimum energy
of 1.23 eV. The same conditions hold for a p-type electrode. The correspond-
ing energetics are presented in Figure 11.15b. In this case, H2 is formed at the
semiconductor electrode and O2 at the counter electrode [27].
It is clear from the cell design that only semiconductor electrodes which are ini-

tially stable can be used. There are several oxide semiconductors available which
show sufficient stability. However, only a few oxides, such as SrTiO3, KTaO3, and
ZrO2, meet the energetic conditions discussed above. Water photocleavage at
SrTiO3 has been studied in detail. Unfortunately, this compound has, like most
other stable oxides a relatively large bandgap (3.4–3.5 eV), which results in a very
low solar absorptivity; hence they are inefficient (< 1%) in solar energy conver-
sion systems [71]. Actually this is the only photoelectrochemical system, so far,
with which photocleavage of H2O has been realized without any additional volt-
age. Other oxides such as WO3 and Fe2O3 which would be of interest because of
a lower bandgap (around 2 eV), do not fulfil the energetic requirements because
the conduction band occurs below E0(H2O∕H2). In general, it can be stated that
it is usually easy to produce hydrogen with n-type semiconductor electrodes; the
real problem is the oxidation of H2O.
Many investigations have shown that it is fairly easy to produce hydrogen at

an n-type semiconductor electrode. The main problem is the oxidation of H2O
in which four elementary steps are involved. The question remains, however,
whether other semiconducting materials besides oxides can be found which ab-
sorb light in the visible range and which are also stable in aqueous solutions in
the absence of a redox couple; in other words, materials with which O2 can be
produced from water. Tributsch followed the strategy of searching for semicon-
ducting transition metal compounds which possess valence bands derived from
transition metal d-states. Besides the layer compounds discussed above, com-
pounds of pyrite structure, such as RuS2 or FeS2, and cluster compounds are of
special interest. The electrochemical and stability behavior of these two materials
are very different. For instance, n-RuS2 (Eg = 1.25 eV) showed a very good stabil-
ity and the formation of O2 has been observed. As discussed in Chapter 8, one or
two layers of RuO2 were formed by the interaction of RuS2 with water [72, 73].
This led to additional energy states at the electrode surface. According to inves-
tigations using impedance measurements, the Fermi level remains pinned at the
level of these RuO2 states at the RuS2 surface upon variation of the electrode
potential [74] (for details see Section 5.3.5). Accordingly, the position of the con-
duction and valence band becomes unpinned.During light excitation even oxygen
evolution was found, which is not surprising because RuO2 is a good catalyst for
oxygen formation. Although FeS2 also has a pyrite structure, its stability against
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Figure 11.16 Photocleavage of H2O at n-RuS2 under external bias (after [73]).

anodic decomposition is rather poor because its electronic structure as well as
its response to crystal structure distortion is almost entirely determined by the
sulfur ligand 3p states [80].
Although a RuS2 electrode is stable due to the formation of an oxide layer on the

surface, this material does not fulfil the energetic requirements as in the dark the
valence band occurs above E0(H2O∕O2). However a large downward shift of the
energy bands, by 1.8 eV,was foundupon illumination [74], similar to that reported
forWSe2 (see Section 5.3.5). The final position of the valence band at the surface
of RuS2 then occurred below E0(O2∕H2O) as shown in Figure 11.16. Oxygen evo-
lution was found under illumination during anodic polarization. On the other
hand, photocleavage of H2O was not possible under short-circuit conditions. It
can only be achieved in a cell under an appropriate external bias as illustrated in
Figure 11.16.
In principle, it would be more interesting to use p-type semiconductors as

photocathodes because the stability problem is less severe. An appropriate two-
electrode configuration is given in Figure 11.15b. The same energetic conditions
must be fulfilled as for n-type electrodes. Here, H2 is formed at the p-electrode
under illumination andO2 at themetal counter electrode. Since at the p-electrode
only a cathodic reaction occurs (H2 formation), the anodic decomposition reac-
tion can be avoided [14]. Unfortunately, however, only a few p-type materials are
available which fulfil the energetic conditions. In addition, all p-type photocath-
odes show a large overvoltage for the onset of the cathodic photocurrent. This is
a general problemwhich has not been solved satisfactorily. The highest efficiency
reported for photoelectrolysis is based on a system containing a p-InP photo-
cathode (Eg = 1.3 eV). The high overvoltage of the photocurrent with respect
to the flatband potential and the resulting recombination losses were consider-
ably reduced by depositing islands of noble metals such as rhodium, on the InP
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Figure 11.17 Photocleavage of H2O at a p/n photoelectrolysis cell.

surface [75, 76]. Since the bandgap of InP is not sufficiently large, water cleavage
was only found under external bias (solar-assisted electrolysis). A relatively high
efficiency of 12% was reported for this system [75].
In another type of cell, both electrodes consist of semiconductingmaterials, that

is, one is n-type and the other is p-type (Figure 11.17) [70]. This configuration is of
special interest because the available electron–hole potential for driving chemical
reactions in the electrolyte is enhanced when both electrodes are illuminated. In
the cell, two photonsmust be absorbed (one in each electrode) to produce one net
electron–hole pair for the cell reaction. This electron–hole pair consists of themi-
nority hole and minority electron from the n-type and p-type electrodes, respec-
tively, and it has a potential energy greater than that available from the absorption
of one photon. An important advantage of the double-electrode cell is that, for a
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given cell reaction, it may allow the use of smaller bandgap semiconductors [70].
Since the maximum photocurrent available from sunlight increases rapidly with
decreasing bandgap, higher conversion efficiencies can be produced. Various at-
tempts have been made to produce suitable cells. One example is a configuration
of an n-TiO2 (Eg = 3.1 eV) and a p-GaP (Eg = 2.25 eV) electrode. Photoelectrol-
ysis of water into H2 and O2 was achieved with simulated sunlight [77, 78]. This
is also an interesting example insofar as photocleavage of water was obtained at
zero external bias. This would not be possible in a simple cell configuration with
an n-TiO2 electrode and a metal counter electrode because the conduction band
of TiO2 is just at the standard hydrogen potential E0(H2O∕H2). Severe stability
problems did not occur here because the O2 formation occurred at a stable ox-
ide electrode. Various attempts have also been made with other combinations of
semiconductors. In all these cases, the stability problem was avoided by using a
large bandgap oxide semiconductor (for further information see [70]).

11.1.2.2 Photochemical Diodes
The elimination of bias requirements for photoelectrolysis by the use of double-
electrode systems (n- and p-electrode, Figure 11.18) leads to a very interesting
configurational variation. This configuration called the “photochemical diode”
[79], comprises photoelectrolysis cells that are collapsed into monolithic parti-
cles (compare also with Chapter 9) containing no external wires. In one simple
form, a photochemical diode consists of a sandwich of either a semiconductor
and a metal or an n-type and a p-type semiconductor, connected through ohmic
contacts as illustrated by the energy diagrams in Figure 11.18 [70]. To generate
water cleavage, photochemical diodes are simply immersed into the aqueous so-
lution, and the semiconductor faces are illuminated. A comparison of the energy
level diagrams in Figure 11.18 with that for biological photosynthesis reveals very
interesting analogies: both systems require the absorption of two photons to pro-
duce one useful electron–hole pair. The potential energy of this electron–hole
pair is enhanced so that chemical reactions requiring energies greater than that
available from one photon can be driven. The n-type semiconductor is analogous
to photosystem II, the p-type semiconductor is analogous to photosystem I, and
the recombination of majority carriers at the ohmic contacts is analogous to the
recombination of the excited electron from excited pigment II with the hole in
photosystem I. The size of a photochemical diode is arbitrary; when semiconduc-
tor particles are used, their size may approach colloidal or perhaps macromolec-
ular dimensions.
The platination of semiconductor powders is a method for producing semicon-

ductor–metal type photochemical diodeswith an energy level scheme as shown in
Figure 11.18a. This was demonstrated for the first time with platinized TiO2 pow-
ders which showed excellent photocatalytic activity for the photodecarboxylation
of acetate (the photo-Kolbe reaction), a process which has already been discussed
in detail in Section 9.2.3 [81, 82]. Various attempts have also been made to pho-
tocleave water by using semiconductor powders on which a catalyst such as Pt or
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Figure 11.18 Energy level diagrams for: (a) semiconductor–metal type photochemical diode,
(b) p/n type photochemical diode (after [70]).
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RuO2 has been deposited. The relevant experiments usually failed, either because
the semiconductor was not photostable or the energetic requirements were not
fulfilled (for details see, e.g., [14, 27]).
There are some further aspects which must be considered when photochem-

ical diodes are used. When a metal (catalyst) is deposited on a semiconductor,
then frequently a Schottky barrier instead of an ohmic contact is formed at the
semiconductor–metal interface. In this case, the latter junction behaves as a pho-
tovoltaic system by itself, which may determine or essentially change the proper-
ties of the photochemical diode. The consequences have been discussed in detail
in [14, 27]. Frequently, colloidal semiconducting particles have been used, their
size being much smaller than the thickness of the space charge region expected.
Since then no space charge has existed, also no electric field is available for sepa-
rating electron–hole pairs at the semiconductor–liquid interface or at a Schottky
junction. In this case, the reaction rates are entirely determined by the kinetics
of the charge transfer, which may reduce the efficiency. On the other hand, the
use of powders loaded with a catalyst is a very convenient method for the photo-
cleavage of water. A disadvantage is, however, that H2 and O2 are produced in the
same vessel. This can be avoided by using the so-called monograin membranes, a
technique where semiconductor particles are fixed in a thin polymer membrane
and where each particle is in contact with different electrolytes on both sides of
the membrane, as illustrated in Figure 9.15. In this case, each product is formed
on the corresponding side of the membrane as quantitatively illustrated for the
photocleavage of H2S at a CdS monograin membrane. Details of this technique
and of the reactions were discussed in Section 9.2.1.

11.1.2.3 Photoelectrolysis Driven by Photovoltaics
As considerable problems have occurred with direct photoelectroysis the ques-
tion arises concerning whether it would be more feasible to convert solar energy
into electrical energy using a separate solid-state photovoltaic system, the latter
being connected to a standard electrolysis cell [70]. This question is of interest be-
cause cascade-type or tandem multijunction semiconductor systems are actively
pursued in photovoltaic research to produce high-efficiency solar-to-electrical
power conversion [83]. Recently, a 30% efficient device was reported, based on
a two-junction system comprising GaAs and GaInP2 [84]. An important practical
question is how photoelectrolysis is compared with such high-efficiency photo-
voltaic cells which are coupled to dark electrolysis. Since the efficiency of dark
electrolysis can easily be in the range of 80%, a coupled photovoltaic electrolysis
system could show efficiencies as high as 24%. Such a coupled system could either
be two separate devices electrically connected or an integrated monolithic device.
The band diagram for such a monolithic photovoltaic electrolysis cell is shown in
Figure 11.19. This system should be compared with the photochemical diode for
which the energy diagram is shown in Figure 11.18b.
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Figure 11.19 Energy band diagram for two-junction photovoltaic device (after [70]).

There are several significant differences between these two systems, as follows:

1. The photovoltaic electrolysis cell has twice as many semiconductor layers as
the photochemical diode.

2. In the photovoltaic electrolysis cell, the photoactive junctions are p–n junc-
tions between two semiconductors, while in the photochemical diode the pho-
toactive junctions are between semiconductors and aqueous solutions.

3. In the photovoltaic electrolysis cell, the n-type region of the device, covered
with a metal layer, becomes a cathode while the p-type region covered with a
metal layer becomes an anode (that is, it behaves like amajority carrier device);
in the photochemical diode, the opposite is true, that is, it is a minority carrier
device with the n-type region acting as anode and the p-type region acting as
a cathode.

The photovoltaic electrolysis cell must be covered on the illuminated side with
a transparent conductor which forms an ohmic contact and is catalytic for the
relevant gas evolution reaction.Metallic coatings consisting of small metal islands
may also serve to stabilize the photoelectrodes against corrosion, catalyze the H2
evolution, and produce efficient photoelectrolysis.
An integrated monolithic GaInP2/GaAs pn tandem cell device, illustrated in

Figure 11.20, has recently been investigated [85]. The solid-state tandem cell con-
sists of a pn GaAs bottom cell connected to a p-GaInP2 top layer through a tun-
nel diode interconnection. The p-GaInP2 forms a semiconductor–liquid junction
with the aqueous solution. Accordingly, the complete cell is a two-photon sys-
tem. The GaInP2 top layer (Eg = 1.83 eV) absorbs the visible portion of the so-
lar spectrum, and the bottom pn-GaAs junction (Eg = 1.4 eV) absorbs the near-
infrared portion of the spectrum transmitted through the top junction. The GaAs
is connected to a Pt electrode via an external wire (Figure 11.20). Concerning the
production of hydrogen, a conversion efficiency of 12.4% is obtained [85], which
is remarkable compared with the maximum realizable efficiency of 16% for this
type of cell (see the next section). The key to making this system work so well
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Figure 11.20 (a) Schematic of the monolithic combination of a photoelectrochemi-
cal/photovoltaic (PEC/PV) device. (b) Idealized energy level diagram for the monolithic
PEC/PV photoelectrolysis device (after [85]).

appears to be the requirement that the bottom cell should be the limiting elec-
tron provider. Since these tandem systems operate by requiring two photons (one
per junction) to produce one electron in the external circuit, great care was taken
in the solid-state system to match the photon absorption characteristics so that
equal numbers of photocarriers are generated in the top and in bottom cells.
It should be emphasized that the tandem cell as illustrated in Figure 11.20, con-

sists of a solid pn-junction (GaAs) and of a p-GaInP2/liquid junction. The elec-
trons excited into the conduction band of p-GaInP2 are directly transferred to
H+ ions in the aqueous electrolyte. Few years later another systemwas suggested,
consisting of two solid pn-junctions of AlGaAs and Si [166]. The correspond-
ing photovoltaic system was prepared by depositing thin layers of the two semi-
conductors in vacuum. The photovoltaic system yielded a photovoltage of almost
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1.6V under open circuit conditions at AM0 light intensity. The maximal power
was found at Uph = 0.23V and iph = 20mAcm−2. Connecting the p-AlGaAs of
the tandem cell with a RuO2 anode and the n-Si with a Pt cathode of the electrol-
ysis cell then O2 and H2 formation was observed at the corresponding electrodes
under sunlight. Concerning the electrolysis part of the complete system, the size
of the electrodes (RuO2 and Pt) was much larger than the photovoltaic part be-
cause the total current throughout the whole system had to be balanced. The best
size of the latter two electrode was selected in the way that the maximum current
of about 20mA cm−2 under AM0 can be guaranteed. This system can be very well
illustrated by the energy diagram in Figure 11.19. An analysis of the experimental
data has shown that the conversion efficiency amounts to about 18.3% which is a
quite remarkable value [166].

11.1.2.4 Efficiency
Conversion efficiencies for electrochemical photovoltaic cells have already been
derived in Section 11.1.1.3, on the basis of the theory developed by Ross et al. [58,
59]. The maximum efficiencies were calculated on the basis of Eq. (11.24). If en-
ergy should be stored in a chemical fuel, further losses must be encountered, that
is, overpotentials, ηox for the oxidation and ηred for the reduction, have to be con-
sidered. The latter are defined as the difference between the quasi-Fermi level and
the redox potentials. Using Eq. (11.24), the conversion efficiency for the produc-
tion of a chemical fuel is then given by

η =
Pstor

Pe
=

jph
Pe

(
1 − kT

ΔEF,max

)
ΔEstor (11.27)

where ΔEstor is the storable energy. Here it is assumed that

ΔEF,s ≥ ΔEstor + eηox + eηred (11.28)

On other hand, we have Pstor = 0 for

ΔEstor + eηox + eηred ≥ ΔEF,max (11.29)

In the small range between ΔEF,s and ΔEF,max we have [27]

Pstor = jph
[
1 − exp

(ΔEstor + eηox + eηred − ΔEF,max

kT

)]
ΔEstor (11.30)

if the condition

ΔEF,s ≤ ΔEstor + eηox + eηred ≤ ΔEF,max (11.31)

is fulfilled. Equation (11.30) was derived [14] on the basis of the thermodynamic
model published by Bolton et al. [86]. A detailed description of the thermody-
namic model as derived by Bolton et al. would be beyond the scope of this chap-
ter. In the range where Eq. (11.30) is valid, the difference of quasi-Fermi levels
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Figure 11.21 Theoretical conversion ef-
ficiencies for photoelectrochemical H2O-
splitting: (a) n-type electrode combined with
a metal counter electrode; (b) n-type elec-

trode short-circuited with a p-electrode of
equal bandgap; calculated for different over-
voltages of: a = 0 V; b = 0.3 V; c = 0.5 V;
d = 0.7 V(after [27]).

ΔEF should be as small as possible in order to avoid recombination losses, that is,
ΔEF = ΔEstor+Eηox+Eηred. Figure 11.21 shows the stored powerP and the corre-
sponding efficiency η for the photocleavage of water as a function of bandgap for
different overpotentials, assuming ΔEstor = 1.23 eV. The curves in Figure 11.21a
were calculated for a cell consisting of a semiconductor and a metal counter elec-
trode (energy diagram in Figure 11.15), both being short circuited. The data given
in Figure 11.21b were obtained for a system in which H2O is cleaved by reduction
at a p-electrode and by oxidation at an n-electrode (two-photon process; see en-
ergy diagram in Figure 11.17). Both sets of curves exhibit a distinct maximum.
The efficiencies decrease with increasing overpotentials. It is interesting to note
that in both cases, a maximum theoretical efficiency of about 27% is obtained for
ηox = ηred = 0. This is a surprisingly large value compared with the maximum
theoretical efficiency of 31% for the conversion of sunlight into electrical energy
(see the dotted curve in Figure 11.21). A higher conversion efficiency can only be
expected for case b in Figure 11.21 if the bandgaps of two semiconductors were to
be different. Concerning the conversion of solar radiation into electrical energy,
the maximum efficiency can be increased up to 42% for a two-bandgap system.
As the number of bandgaps in a tandem multiphoton device increases, so does
the efficiency; the ultimate limit is 67% with an infinite number of tandem layers.
The limiting efficiency is quickly approached after four or five layers, so that for
practical reasons only systems with two or perhaps three layers were investigated;
the three-layer system would have a theoretical efficiency of 52%. For the pho-
toelectrolysis of H2O with sunlight, the maximum realizable efficiencies, taking
into consideration all possible losses, have been estimated to be about 10% for a
single-bandgap and 16% for a double-bandgap system [87].
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11.1.2.5 New Approaches and Strategies for the Development
of Photoelectrolysis Cells
It is well known that the amount of fossil fuels such as oil is limited. In addition,
the burning of oil in cars or in heating vessels of houses, reaches concentrations
of CO2 which have reached unbearable levels in our atmosphere. Since fuels ac-
count for more than 70% of current energy consumption, there is an urgent need
to convert solar energy, ideally into liquid fuels which are easy to transport and
store [167]. The Department of Energy, Government of USA awarded a five-year
125 million research grant to try and to develop new systems with which a direct
conversion of solar energy into a storable fuel is possible; one is thinking of cells
with a conversion efficiency of 10% andmore. In this chapter we restrict ourselves
to photoelectrochemical water splitting. The various goals of the program were
published by the Natinal Science Foundation [168].
Themaximum efficiency of a single-junction photovoltaic device is determined

by its bandgap. All the conventional systems exhibit thermal losses. According to
the Shockley–Queisser derivation, the upper limit is about 30% for a semicon-
ductor with a bandgap of around 1.4 eV at 1 sun illumination [159]. Since a good
photovoltaic device generates usually at most two-thirds of its bandgap, it would
not be possible to split water at an efficiency of 10%. Accordingly, this systemdoes
not even reach the theoretical energy of 1.23 eV needed for this process. An addi-
tional voltage of around 0.6V is required to drive the electrochemical oxidation
and reduction of water at a current density of about 10mA cm−2 (1 sun) because of
overvoltages.According to these limitations, only a semiconducting material with
a bandgap of around 2 eV can be used which further reduces the efficiency [167].
To overcome this problem, one has to use tandem cells or to separate the photo-
voltaic device from the electrolysis as discussed in Section 11.1.2.3. In the latter
case, one also could use two or three silicon photocells, being circuited in series.

(a) Search for new semiconductor materials During the last decades, several new
materials were studied with respect to its capability to reduce or oxidize water.
A large number of such materials were collected by Osterloh [169]. It would be
most interesting to find a semiconductor which can be used as an electrode for
a direct oxidation of H2O under light excitation instead of anodic decomposi-
tion. There are a number of oxides available; however, most of them have a large
bandgap, that is, they absorb light only in the UV. Frequently, it is referred to a
paper by Fujishima and Honda who reported that they found oxygen at a TiO2
(rutile) electrode whereas hydrogen was found at a counter Pt electrode [170]. It
should be pointed out that the conduction band of rutile is not negative enough
to reduce water. As is known since many years these authors has been using a
“pH bias,” that is, the two electrodes were kept in two half-cells with solutions of
different pH.
Several authors started some years ago to develop methods for finding new

semiconducting materials mainly suitable for the oxidation of H2O. Maeda and
Domen approached the problem from some theoretical consideration [171]. They
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argued that in UV-active metal oxides the bottom of the conduction bands which
consist mainly of empty transition metal d-orbitals are located at a potential
slightly more negative than 0V (vs normal hydrogen electrode (NHE)) at pH 0.
The tops of the valence bands consisting of O2p atomic orbitals, occurmore posi-
tive than+ 3V. Therefore,when other elements (e.g., N2p and S3p) having atomic
orbitals with a potential energy higher than O2p atomic orbitals are introduced
into a metal oxide, new valence bands can be formed instead of a pure O2p which
results in decreasing the bandgap energy without affecting the conduction band
level. Then H2O splitting by visible light becomes feasible. This model was sup-
ported by calculations based on the density-functional theory (DFT). A number
of tantalum compounds such as Ta2O5 (Eg = 3.9 eV), TaON (Eg = 2.4 eV), and
Ta2N5 (Eg = 2.1 eV) were investigated. All further experiments were performed
with suspensions or colloidal solutions (aqueous), with the particles being loaded
with nanoparticulate Pt. Since the main interest here was the oxidation of H2O
and in order to avoid any complications by H2 formation, silver nitrate was added
as a sacrificial electron acceptor. Under illumination of the particles by light at a
wavelength above 420nm, considerable amounts of O2 was observed. Domen et
al. reported a quantum efficiency of 34% for TaON [171] which is a remarkably
high value. Concerning the complete H2O splitting at TaONparticles is discussed
in Section 11.1.2.5(b).
Multicomponent materials were often required to optimize special properties.

Since our present theoretical knowledge is insufficient to predict the behavior of
such complex systems as absorption in the visible range and photoelectrolysis of
water. Accordingly, one needs a simple and quick method to test new materials.
For instance, there may be thousands or even hundreds of thousands of ternary
and quaternarymixedmetal oxides that have to be prepared and investigated with
respect to their applicability as photocatalysts and their stability in aqueous so-
lutions. Since a large number of compounds is expected, the experimental data
should be collected in a library. Woodhouse and Parkinson developed an inkjet
technique for the combinatorial production and screening of metal oxide photo-
catalysts as briefly described below [172]:
Aqueous solutions of metal nitrates were usually used as a precursor which can

be easily oxidized at 500 °C. Various cartridges for the printer were needed so that
each metal-nitrate solutions had its own. Solutions of metal salts were deposited
on a glass plate covered by a transparent conductive SnO2(F). The printing itself
was controlled by a computer by which any shape of a frame, here a triangular
pattern, could be selected. One example where 4 metals are involved, is shown in
Figure 11.22. Panel A in this figure is a false color template, which only illustrates
how the four metals Fe–Cs–Nd–Cu are distributed within the frame.
After firing at 500 °C for 24h in air the oxides were photographed again. The

photocurrent produced by light excitation was measured in a cell containing the
metaloxide deposited on the conducting glass as a working electrode and a Pt
wire as a counter electrode, with the latter being mounted in a loop around the
metaloxide electrode. The solution was 0.5MNaOH. The photocurrent was pro-
duced, for instance, by an Ar+ laser (514,5 nm). To analyze photoelectrolysis, the
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Figure 11.22 Printing and sreening a four-
metals-three-at-a-time pattern and a com-
positional zoom for a Fe-Cs-Nd-Cu system.
(a) False color template showing the posi-
tions and gradients used for printing the four
metal precursor solutions. (b) Photograph of
the printed and fired film. Note the triangular
internal standards of α-Fe2O3 and CuO (up-
per right and left, respectively) with thickness
gradients (bottom to top) that are used as in-
ternal standards. (c) False color photocurrent
image of the film shown in (b) using 514.5-
nm laser illumination that was scanned over
the array under a 0.5 V bias in a 0.5M NaOH

solution. The photocurrent produced at a par-
ticular “pixel”, relative to the others in the two-
dimensional array, is represented by its rela-
tive brightness with the most photocurrent in
a particular direction (water oxidation in this
case) being the brightest. (d) Photocurrent
scan at 514.5-nm of a triangular composition
zoom in on the brightest area of the Fe-Cs-
Nd triangle shown in (c) that has a maximum
IPCE value approximately twice that of the
α-Fe2O3 internal standard (smaller triangle to
the lower right). Expanding the printing gradi-
ents within the brightest region of the n-type
material created the “zoom in” (after [172]).

laser beam was focussed and rastered over the sample. Since the photocurrents
were very small the light beamwas chopped and amplified using the lock-in tech-
nique. The corresponding signal was fed into the computer by which a color print
was generated. The white and yellow prints were high photoconductivities as
shown in panels C and D of Figure 11.22 Anodic and cathodic photocurrents
could be measured just by changing the polarity of the applied voltage. To check
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the absorption of the layers produced by printing, the photocurrents were mea-
sured for different numbers of layers. If the coating is very thin then the light ab-
sorption is too small. On the other hand, if the coating is too thick the photogen-
erated carriers were created too far away from the metaloxide/solution interface
and recombine before they could be transported to the interface. If the optical
screening indicates an interesting material, it must be tested by various methods.
For further details, it must be referred to the literature [172, 176]. Meanwhile the
technique is widely accepted by other researchers.

(b) Catalysis of cathodic and anodic reactions. Terms such as photocatalyst, cata-
lyst, and co-catalyst are used in the literature. Agreement exists concerning the
term photocatalyst which is a semiconductor crystal, a semiconducting layer, or
semiconductor particle in which electron–hole pairs can be created by light exci-
tation. The other two terms describe metals or metal oxides which are deposited
on a semiconductor surface for increasing a reaction rate. In order to avoid com-
plications, we do not use the term co-catalyst in this book.
The catalysis of reactions at semiconductor electrodes or particles is a difficult

problem and is not really well understood. It cannot be solved just by depositing
a noble metal such as Pt or Ir, to increase the reduction of H2O (H2 formation) or
RuO2 for the increase of the oxidation of H2O (O2 formation) as it will be illus-
trated by the following experimental results.
The deposition of ametal on a semiconductor leads to the formation of a Schot-

tky junction as discussed in Section 2.2.1. In most cases, a barrier height occurs
which increases with the work function of a metal catalyst. This process slows
down any catalytic effect. In the case of most semiconductors Fermi level pin-
ning occurs which fixes it at a certain level as already discussed at the end of Sec-
tion 11.1.2.2. This process is independent of the type of reaction. Tsubomura et
al. were aware of this process and showed in the case of Si that high photovolt-
ages can be obtained if the size of Pt clusters, deposited on the Si surface, is less
than about 5 nm [173]. These results and their theoretical model are discussed
in Section 7.9. This model was supported by investigations of the cathodic H2O
reduction at p-GaAs during light excitation [90] as also discussed in Section 7.9.
According to investigations performed by Munoz et al., these processes can

even be more complex [174]. This group studied the H2 formation at p-InP elec-
trodes. They deposited a layer of rhodium as a catalyst on the electrodes to en-
hance the reduction of H2O. However, at first a photoelectrochemically induced
in-situ phase conversion occurred. The chemical composition of those electrodes
near and at the surface was studied after cathodic polarization using methods
such as, for example, atomic force microscopy (TEM-AFM) and syncroton radi-
ation photoelectron spectroscopy (SRPES) (compare also with Section 4.7). The
analysis of the data has shown that an n-type In2O3 layer was formed which led
to the formation of a buried hetero–pn junction [175]. It is interesting to note
that a layer thickness of about 7 nm was sufficient to build up the complete con-
tact potential. The Rh film deposited on the oxide, is very compact and consisted
of clusters having a size of about 5–8 nm. Illuminating the device by light having
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Figure 11.23 (◦) Photocurrent vs applied voltage of the p-InP-n-indiumoxide/Rh photoelec-
trode in 1M HClO4 (□) the dark current behavior of metallic (bulk) Rh in the same solution (af-
ter [174]).

an intensity of 100mWcm−2 then a maximum photocurrent of 30–40mA cm−2

could be expected and was verified experimentally. The complete photocurrent–
applied-voltage dependence is shown in Figure 11.23. The authors determined the
maximum power point (compare with Section 11.1.1) and obtained a maximum
light-to-hydrogen conversion efficiency of 14.5% as illustrated in Figure 11.2 [175].
In conclusion, it should be emphasized that here the Schottky junction and not
the semiconductor liquid contact controlled the cathodic reduction of H2O.
It should bementioned that the photoelectrolysis of halides was studied using a

cell containing a p-type InP electrode and a Pt counter electrode already at a rather
early state of research in this field [92]. Under illumination, H2 was produced at
the p-InP photocathode and iodine at the Pt counter electrode. To increase the
H2 formation during illumination, a thin layer of Rh was deposited as a catalyst
on the semiconductor surface. According to our present knowledge, however, the
deposition of Rh has led to the formation of a built-in heterojunction between InP
and In2O3, and Rh as already discussed above.
In Section 11.1.2.5(a), the investigation on TaON particles in the presence of a

sacrificial electron donor or acceptor as published byMaeda and Domen was dis-
cussed [171]. It was shown that thismaterial absorbs light in the visible range. In a
further study the same authors investigated the photosplitting of water at slightly
modified particles (ZrO2/TAON) under visible light absorption (λ > 400 nm).
The particles were loaded with a noble metal such as Pt, Ir or Rh and RuO2 to
catalyze the reduction and oxidation of H2O, respectively, without using any sac-
rificial donor or acceptor. In this case the quantum yield was very low (around
1%) [177]. It is very difficult to analyse which process, that is, H2 or O2 formation,
occurred really at the metal, at the RuOx or at the free particle surface. The appli-
cation of the monograin-membrane technique would be very useful to get more
insight into such a problem [90]. Investigations with CdS monograins has shown,
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for instance, that considerable amounts of H2 can occur at RuO2 dots deposited
on these particles (see Figure 11.24).
It is an interesting question: What happens if a noble metal is deposited on a

semiconductor particle. In the case when a metal is deposited on a semiconduc-
tor crystal, it usually leads to the formation of a Schottky junction as alreadymen-
tioned above (see also Section 11.1.2.2). In principle, the same process is expected
for particles. However, since the particle size ismuch smaller than the thickness of
a space charge layer, an active Schottky junction cannot be formed here. Assum-
ing Fermi level pinning in the middle of the bandgap at the metal–semiconductor
interface the Fermi level must have the same position everywhere within the par-
ticle; that is, it must have the same position with respect to the conduction and
valence band. The generation of electron–hole pairs by light absorption in parti-
cles with a Fermi level in themiddle of the gap, may lead to an enhanced recombi-
nation of electrons and holes and accordingly to a decrease of the quantum yield
in photoelectrolytical processes (Chapter 2).

(c) Light harvesting and membrane-based charge separation Most studies on the
photoelectrolysis of water were performed in cells in which H2 and O2 were
formed simultaneously. This is not acceptable for any application because of two
reasons: (1) it would be difficult to separate H2 and O2 afterward; (2) a photocat-
alyst with which a sufficiently high quantum was observed, is also a good catalyst
for the reverse process. Therefore, it has recently been suggested to develop a
membrane in which semiconductor particles are embedded in it so that they
contact an electrolyte on both sides of the membrane. Such a technique was in-
troduced and successfully tested by Meissner et al. The results were published
already in 1983 [90, 178]!
In the latter paper, it was reported on investigations with n-type CdS parti-

cles (size 35–45μm) embedded in a polyurathane membrane of a thickness of
∼ 20–25μm. Each surface of the membrane could be loaded with Pt or RuO2.
The photoelectrolysis cell consisted of two compartments separated by the CdS
membrane. Electrolytic contact between both compartments was provided by an
ion-exchange membrane as illustrated on the left side of Figure 11.24. To get in-
sight into the photoelectrochemical process, the following experiments were per-
formed:
On one side of a membrane either Pt or RuO2 as catalysts were deposited

whereas the other side remained free. The electrolytes in the two compartments
differed insofar as the one contacting the naked side of the CdS particles, con-
tained Na2S whereas not in the other compartment (see the left side of Fig-
ure 11.24). Na2S is a sacrificial electron donor, that is, an oxidation of it could
sufficiently compete with the anodic decomposition of CdS. During illumination
the amount of H2 was measured in both compartments. In the one with the cat-
alyst on the CdS particles a much higher concentration of H2 was found than in
the other (see the right part of Figure 11.24). It is interesting to note that the same
results were obtained with Pt and RuO2, although the latter one is known as a
catalyst for H2O oxidation. This result shows again how important the contact
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Figure 11.24 (a) CdS monograin and the structure of the cell with 2 compartments. (b) Hydro-
gen evolution vs time at one side, sulphide oxidation at the opposite side of the membrane
(after [90, 178]).

is between a conducting metal or oxide and the semiconductor. In the case of
RuO2 the band bending is sufficiently small so that an electron transfer to the
catalyst was possible [90]. The quantum efficiency was 25–30% at an illumination
at λ = 450 nm.
Nozik verified that the oxidation of S2− can competewith anodic decomposition

using CdS/Pt photodiodes [79]. Further investigations were performed with CdS
suspensions the particles being loaded with RuO2 [88] or Pt [89]. Concerning the
role of Pt and RuO2 the results were discussed in terms of catalysis. In one case
even the possibility of splitting H2O by light excitation was suggested [88]. The
latter results actually initiated the application of themembrane technology for the
photoelectrolysis of H2O. The corresponding investigations were performedwith
CdS-monograin membranes with a Pt layer on one side and RuO2 on the other
as catalysts for H2 and O2, respectively. Unfortunately, no H2 and O2 were found,
not even after illumination for 24 h [90]. This result is reasonable according to the
measurements presented in Figure 11.24.

(d)Applicationofmultiple exciton (MEG)processes to solarwater splitting As already
discussed in Section 9.4.3 quantization occurs when electron and holes in semi-
conductor nanocrystals become confined by potential barriers to very small re-
gions of space. This leads to the following effects: (i) in the lowest excited state
of the nanocrystal the electron–hole pairs (EHP) become correlated because of
the Coulomb interaction and thus exist as excitons rather than as free carriers.
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Figure 11.25 Quantum yield vs absorbed photon energy (normalized to the bandgap) of a
nanocrystal for various multiple exciton generation (MEG). Details concerning the labeling of
the curves are given in the text (after [180]).

(ii) The rate of hot electro- hole cooling (i.e. hot exciton) can be slowed because of
the formation of discrete electronic states. (iii)Momentum is not a good quantum
number and thus the need to conserve crystal momentum is relaxed. (4) Auger
processes are greatly enhanced because of the increased Coulomb coupling [179].
Accordingly, the production of multiple EHPs will be enhanced in nanocrystals
compared with bulk semiconductors. In addition, the threshold energy, hνth for
MeG and its efficiency ηMEG (defined as the number of excitons produced per
additional bandgap of energy above hνth) are also greatly increased [179].
The ideal MEG process produces N EHPs when the photon energy is N ⋅ Eg.

This leads to a staircase characteristic for a plot of quantum yield versus photon
energy divided by the bandgap hν∕Eg where 2 EHPs are produced at 2Eg, 3 EHPs
at 3Eg, and so on, as shown as Mmax in Figure 11.25.
However, such a clear staircase has never been verified but instead a rather lin-

ear dependence of the quantum yield. In these cases, models were derived where
the threshold photon energy, hνth, was related to the efficiency ηMEG by the rela-
tion [180]

hvth
Eg

= 1 + 1
ηMEG

(11.32)
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(compare also with Section 9.4.2). In addition the quantum yield (QY) is related
to ηMEG by

QY =

(
hvth
Eg

− 1

)
ηMEG =

(
hv
Eg

− 1

)
ηEHPM (11.33)

The formation of multiple electron–hole pairs (excitons) are identical to multiple
exciton generation, that is, ηEHPM = ηMEG. Free carriers are formed upon disso-
ciation of the excitons. The generation rate of excitons kMEG competes with the
radiationless deactivation of an electron down to the bottom of the conduction
band kcool. The ratio between these two rates is given by the factor P which is
related to ηMEG by [180]

ηMEG ≈ P
1 + P

(11.34)

The definition of P is given in Section 9.4.2. Equation (11.34)makes sense because
ηMEG = kMEG∕kcool + kMEG after insertion P = kMEG∕kcool into Eq. (11.34).
According to Eq. (11.33), plots of QY vs hν∕Eg yield straight lines where their

slopes are equal to the corresponding ηMEG as shown in Figure 11.25. For instance,
the curve labeled as L2 is valid for ηMEG = 1. Thismeans that Pmust be very large,
that is, kMEG ≫ kcool. In addition, hνth = 2Eg as given by Eq. (11.32). In the case
of L3 ηMEG = 0.5, that is, P= 1 and hνth = 3Eg, and so on. The corresponding
experimental results were already presented in Figure 9.40.
As already mentioned before, Shockley and Queisser published calculations of

the power conversion efficiencies (PCEs) versus bandgaps of single gap semicon-
ductor devices as derived upon a pure thermodynamicmodel as given by the black
curve labeled as M1 or nr. 6 in Figure 11.26 [159]. According to these calculations
a maximum efficiency of about 31% occurs at Eg = 1.3 eV. It is an interesting
questionwhethermultiple exciton generation can enhance solar PCE. Beard et al.
derived a photovoltaic conversion efficiency (PCE) as a function of the bandgap
for various quantum dots [180]. They used the same procedure as that of Shock-
ley and Queisser [159]. The result is shown in Figure 11.26. It is interesting to
note that the gain in efficiency depends on the characteristics of the quantum
dots and that the main effect occurs at the low-energy side compared to the con-
ventional bulk values with just 1 EPH per photon at the bandgap (curve 6). Curve
1 (solid red curve) assumes the maximum multiplication energetically allowed
which is the staircase characteristic, Mmax as already introduced by Figure 11.25.
Curve 2 (solid green line) is based on hνth = 2 Eg followed by creation of one
extra exciton created per Eg defined as the L2 characteristic (compare with Fig-
ure 11.25). Curve 3 (solid blue line) is based on a threshold of 2.5Eg with a slope
defined by Eq. (11.33); curve 4 is based on a threshold of 3Eg defined as for the
L3 characteristic; curve 5 is based on a threshold of 4.5Eg with ηMEG = 0.19 de-
fined as L5 characteristic. The maximum efficiency occurs for the staircase MEG
characteristic (Mmax) with a peak PCE of 44–45% for bandgaps ranging from 0.7
to 1 eV, which is a substantial increase compared to the bulk characteristic 31%.
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Figure 11.26 Power conversion efficiency vs
bandgap at 1 sun intensity for different MEG
characteristics, calculated using the Shock-
ley–Queisser detailed balance thermodynamic

analysis [159] modified for exciton multiplica-
tion, described by the MEG characteristics as
noted in the figure (after [159]).

The L2 and L2.5 also produce significant gains, even at bandgaps below the op-
timum value, but when the threshold is > 2.5Eg the PCE efficiency gain at 1 sun
is marginal. Therefore, for 1-sun applications it is critical to optimize the MEG
process to approach the Mmax case as closely as possible.
The same thermodynamic model was applied for determining cell efficiencies

(PCE) when the incident light is concentrated by using suitable mirrors [179]. Ac-
cording to these investigations, PCE increases very dramatically with solar con-
centrations above 10× forMEG thresholds less than 2.5Eg. A light concentration
of 500× for the L2 characteristic leads to PCE = 75%. (The maximum possible
terrestrial solar concentration is 46 300 suns). A plot of PCE vs log concentration
is highly nonlinear for quantumdots in contrastwith conventional solar cells (M1)
which rises linearly and reach 38% at 500×. More important is a consideration of
the efficiency in dependence on the bangap. Data published by the same authors
indicate that a PCE of about 75% is only obtained for the characteristic L2 in the
range of Eg = 0.1–0.15 eV. Such low bandgaps could be difficult to achieve in real-
istic applications because of two reasons: (1) the photon energy, hνth, required for
the production of one additional is in IR range, (2) for water splitting a voltage of
1.23V+ overvoltage is required. If the bandgap is held constant with increasing
solar concentration, then the possiblemaximumefficiency also increases substan-
tially, reaching, for example, 62% at 500× for Mmax characteristic (Eg = 0.7 eV)
and 48% for the L2 characteristic (Eg = 0.93 eV) [179].
To apply the multiple exciton (MEG) technique for splitting water, a configura-

tionwhere two tandemcells (e.g., twophotochemical diodes) are placed one above
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the other. With solar concentration, the total cell photocurrent will be increased
linearly with concentration factor. To avoid exceptionally large overvoltage losses
at high current densities it would be necessary to transport the charge carriers
to large area electrodes to conduct the oxidation and reduction reactions of H2O
splitting [11].

11.1.3
Photoreduction of CO2

It is a very difficult task to reduceCO2 to a useful fuel such asmethanol ormethane
by electrochemical methods because six electrons per molecule are required for
the production of methanol and as many as eight electrons for methane. Another
difficulty is that high-energy intermediates are involved in most steps, imposing
high kinetic barriers. Hence, most electrochemical reduction experiments have
yielded formic acid as a product, according to the reaction

CO2 + 2H+ + 2e− → HCOOH E0
redox = 0.2V vs SCE (11.35)

It may be surprising that this reaction works rather well at metal electrodes, al-
though the first step in this reaction (CO2 + e− → COO∙ −) already requires a
potential of E = −1.6V (SCE) [94, 95]. In principle, there are better chances
with semiconductor electrode because the conduction band can be sufficiently
negative [96]. However, formic acid is also the only product with semiconductor
electrodes generally.One example is a colloidal solutionwith sulfite as a hole scav-
enger [97]. Interestingly, the formation of various hydrocarbons has been found,
especially at Cu electrodes, asmainly studied byHori and his group [98]. The rela-
tive concentrations of the products depend on the composition of the solution and
on the potential. Considerable current yields of the order of some 10% were ob-
tained as shown in Figure 11.27. Hydrocarbons were also obtained at some noble
electrodes such as rhodium and ruthenium, but at much lower concentrations.
Frese and Canfield have carried out some very interesting investigations with

GaAs electrodes [94, 95]. They have observed that CO2 is selectively reduced to
CH3OH at the (111) As face during cathodic polarization. Current efficiencies of
up to 100%were obtained. It is important to note that this resultwas only foundby
using reagent grade salts and distilled H2O. In the case of much purer chemicals
(99.999% 1.7×107 Ω cmH2O) practically no CH3OHwas obtained. This surpris-
ing result may be due to the deposition of traces of impurities (Zn, Cu, As, and
Ru) which may catalyze the CH3OH formation.
Other authors have mentioned that CH3OH is also formed by illuminating p-

GaAs electrodes under open circuit conditions [99]. The “impurities” mentioned
above, have probably acted as surface catalysts. There are various other exam-
ples. For instance, the charge transfer from the excited state of a titanium oxide
species highly dispersed within zeolites plays a significant role in the reduction of
CO2 in H2O with a high selectivity for the formation of CH3OH, while the cat-
alyst involving aggregated octahedrally coordinate titanium oxide species shows
high selectivity for producing CH4 [100]. Another example is the selective forma-
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Figure 11.27 Faradaic yields of the products in the electrochemical reduction of CO2 at Cu-
electrodes in KHCO3 aqueous solutions of various concentrations: △ C2H4; ◦ CH4; □ H2; ♢ EtOH;
▿ PrOH (after [98]).

tion of CH3OH fromCO2 by photoexcitation of TiO2 in propylene solution [101].
In some other cases, TiO2 particles (e.g., P 25 from Degussa) were loaded with
a noble metal such as Pt and suspended in an aqueous solution to increase the
rate of the reduction of CO2 by using a catalyst. This can be difficult because
the metal/semiconductor leads to the pinning of the Fermi level somewhere in
the middle of the bandgap of a semiconductor. In consequence, the Fermi level
at this interface may be closer to the valence band than at the TiO2/liquid inter-
face. In such a case, the noble metal is primarily a good sink for holes whereas the
electrons created by light excitation occurs across the bare surface. This can also
happens with small particles if their diameter is equal or larger than the Debye
length as discussed in Sections 2.2.1 and in 11.1.2.5(b).
A very promising approach of reducing CO2 is the use of a stable homogeneous

electrocatalyst such as pyridinium which was added to the electrolyte. The reac-
tions were studied at a metal electrode (Pt) in the dark and at a p-type semicon-



426 11 Applications

ductor (p-GaP) electrode under illumination at cathodic polarization [181, 182].
Quantitative investigastions have shown that the faradaic efficiency for the reduc-
tion of CO2 to CH3OH ranges from 88 to 100%. In aqueous acidic solution (pH
5.2) pyridine is protonated to yield the active pyridinium cation. The aqueous re-
duction of the lattermolecule to the pyridinium radical proceeds as a one-electron
reduction as illustrated by Eq. (11.36) [181].

(11.36)

Cole et al. assumed that the pyridinium radical is involved in the reduction of
CO2. At metal electrodes, formic acid and formaldehyde were observed to be
intermediate products along the pathway to the 6-electron reduced product of
methanol. Surprisingly, the pyridinium radical was found to be capable of reduc-
ingmany different chemical en route tomethanol through six sequential transfers.
This was proved by investigations of the reduction of formic acid and formalde-
hyde in the presence of the pyridinium radical. The variety of mechanisms was
discussed by the Bocarsly group [181].
Plants reduce CO2 by a photochemical process on a very large scale although

the efficiency of this process is less than 1%. In nature, this is allowed because
the leaves have a huge surface and nearly all of them are renewed each year. This
is not acceptable for a technical system. The general question has to be raised
whether the photochemical or photoelectrochemical reduction of CO2 to alcohol
or any other hydrocarbon on a technical scale makes any sense, because of the
large entropy factor for collecting CO2 from the air. An application of the pho-
toelectrochemical reduction is only possible if the CO2 is collected where it is
produced.

11.2
Photocatalytic Processes

In the first part of this chapter systems in which solar energy is used for producing
electrical energy or a storable fuel have been described. Both processes lead to an
increase of free energy, that is, ΔG > 0 (uphill reaction). On the other hand, a
photocatalytic reaction is a downhill reaction (ΔG < 0), where light excitation is
only used to speed up a reaction which is thermodynamically possible in the dark
but is kinetically inhibited. Examples are reactions involved in pollution control
or in the synthesis of some organic compounds; these are discussed below.
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11.2.1
Photodegradation of Pollutants

During the 1990s, the photocatalytic oxidation of organic compounds using semi-
conductor particles has been of considerable interest for environmental appli-
cations, particularly the degradation of hazardous waste. Classes of compounds
which have been degraded, include alkanes, haloalkanes, aliphatic alcohols, car-
boxylic acids, alkenes, aromatics, polymers, surfactants, herbicides, pesticides,
and dyes. Many of the results are summarized in various review articles [102–
108]. As with fuel production, certain energetic requirements must be met; that
is, the valence bandmust be positive with respect to the oxidation potential of the
pollutant and the conduction band negative relative to the reduction potential of
the electron acceptor. In order to conserve electroneutrality, both conditionsmust
be fulfilled simultaneously. TiO2 particles in aqueous solutions have mostly been
used because it is a stable material.
The degradation of organic pollutants, especially chlorinated hydrocarbons,

was the subject of many investigations. Only two examples will be given here,
which are investigated in more detail. One is the degradation of chloroform. The
overall reaction is given by

2CHCl3 +O2 +H2O + hν(TiO2) → 2CO2 + 6H+ + 6Cl− (11.37)

in which hν(TiO2) symbolizes the photon absorption in TiO2. This overall
reaction was quantitatively confirmed by measuring the chloride production
rate [109], the formation of carbonates [102, 109], the rate of hydroxide con-
sumption at constant pH [102] and the depletion ofO2 [102]. In addition, the pho-
todegradation of various chlorophenols has been investigated extensively [110].
The second example is the completemineralization of pentachlorophenols during
illumination. The overall reaction is given by

HO−C6Cl5 + 41
2
O2 +H2O + hν(TiO2) → 6CO2 + 5HCl (11.38)

In the latter case, the photodegradation was measured at various semiconduc-
tor particles as shown in Figure 11.28 [111]. According to these results, TiO2 is
the best catalyst as found by many other researchers. In order to compare differ-
ent catalysts the activity was defined as the ratio of the photocatalytic degradation
rate (in units mol l−1 s−1) and the incident light intensity [113]. The photocatalytic
activity was found to depend on the conditions under which TiO2 was prepared.
There is no general rule; in one case better activity was found for one type of
organic contamination, and in another case there was higher activity with a dif-
ferently prepared TiO2 catalyst [112]. Most researchers have applied P25, a TiO2
catalyst prepared byDegussa. It consists of a 70 : 30mixture of nonporous anatase
and rutile, with a BET surface area of about 55m2 g−1 and crystallite sizes of 30 nm
in 0.1-μmdiameter aggregates. The reason for its outstanding catalytic properties
is not known.
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Figure 11.28 Concentration of parachlorophenol vs irradiation time (photodegradation)
(after [111]).

In Eqs. (11.37) and (11.38), the overall reactions are presentedwhich do not give
any information on single steps. The complete oxidation of an organic molecule
generally involves many reaction steps. Rather little is known, concerning the
mechanism of the photodegradation. The organic compound is primarily oxi-
dized by hole transfer via the valence band. Since the valence band of TiO2 oc-
curs at a very positive energy (Ev = +2.7 eV vs NHE at pH 7), the holes in the
valence band have a very high oxidation power (see also Section 9.2). It is gener-
ally assumed, and there is some vague experimental evidence that an OH∙ surface
radical is formed in the first step which, in turn, oxidizes the organic compound.
The role of oxygen is twofold. On the one hand, O2 is used as an electron accep-
tor. On the other hand, O2 itself or some intermediates formed by its reduction,
are also involved in the oxidation of the organic molecules. This has recently been
illustrated for reactions of aliphatic compounds at TiO2 particles [114]. Here, the
photogenerated electrons react with O2 to form a superoxide radical. The lat-
ter combines with the organoperoxy radical, formed by the organic radical which
was generated by the hole reaction and then reacting with molecular oxygen. The
product of the combination of the organoperoxy radical and the superoxide radi-
cal is an unstable organotetroxidewhich decomposes to further products. Inmost
other cases, the reactions seem to be even more complicated. Nevertheless, sev-
eral pathways for the various reactions have been suggested [112]. This method
is also applicable for gas phase treatments [112] as shown, for example, in the
oxidation of aldehyde [108, 115].
The technique of photocatalytic purification of water is especially suitable for

small concentrations of pollutants. Compared with other techniques, obviously
here no other dangerous compounds like dioxine are formed. Another interesting



42911.2 Photocatalytic Processes

application is the photocatalytic treatment of oil slicks [116]. In order to keep the
photocatalyticmaterial on the surface, TiO2 was deposited on hollowmicrobeads
of aluminosilicate.
In all cases where sunlight is used for detoxification processes, the efficiency is

rather small becauseTiO2 absorbs light only in theUV (λ ≤ 400 nm). Accordingly,
various attempts have been made to increase the activity. One way of doing this
is the use of TiO2 particles loaded with Pt [117].

11.2.2
Photocatalytic Reactions

In this field TiO2 plays a dominant role probably because charges (mainly holes)
are trapped at or close to the surface upon light excitation. Several review articles
on the surface science perspective on TiO2 [183], TiO2 catalysis [184] and pho-
toelectrocatalytic materials for environmental applications [185] were published
during the last decade.
As a further application, the deposition of TiO2 on tiles for light-induced ster-

ilization purposes has been suggested [118]. In addition, it has been shown that
illumination of TiO2 powder can lead to the killing of T-24 human bladder cancer
cells [108, 119].
Interestingly, as a kind of side-effect it was found that tiles or glass windows

covered by a thin layer of TiO2 stay much cleaner than uncovered glasses [108,
115]. Further investigations of this effect have shown that an illumination of these
TiO2 films leads to a decrease of the contact angle between awater droplet and the
substrate (Figure 11.29a) [115]. Accordingly, the originally hydrophobic surface
was changed into a hydrophilic surface by illumination. This effect is reversible in
the dark as shown in Figure 11.29b). Fujishima et al. discussed this phenomenon
extensively in their review article [184]. The essential results are as follows.
The photo-induced formation of a hydrophilic surface on TiO2, was initially ex-

plained by an organic contamination which is removed by a photocatalytic pro-
cess as described above. This interpretation turned out to be too simple as will be
shown below. These processes were alo investigated at other semiconductor sur-
faces. For instance, the photocatalytical removal of an organic molecule such as
methylene blue, was also observed with SrTiO3. However, the surface of the lat-
ter semiconductor did not became hydrophilic under illumination. On the other
hand, there are some other oxides such as, for example, SnO2, ZnO, WO3, which
behave in the same manner as TiO2. In addition, it was found that oxygen speeds
up the formation of a hydrophilic surface of TiO2 by UV-illumination. However,
the hydrophobic surface recovered faster in the presence of oxygen. Fujishima et
al. concluded that these partly controversial results indicate at least two processes
to be involved. It was suggested that the destruction of the organic surface layer
leads to a change of the contact angle from around 60° down to 20°–30° and a
second effect causes a further decrease down to 0°–5°. A considerable number of
surface reactions were discussed to be involved in this complex problem [184].
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Figure 11.29 (a) Schematic representation of the superhydrophilicity phenomenon. (b) Water
contact angle on TiO2-coated glass as dependent on time (after [115]).

It should be further mentioned that these effects were also found with oily liq-
uids [120].

11.2.3
Light-Induced Chemical Reactions

Suspensions of semiconductor particles (mainly TiO2) have been used for the se-
lective photo-oxidation of organic molecules or functional groups. To provide
electroneutrality within the particle, oxygen served as an electron acceptor in
organic solvents. The advantages of this method compared with pure chemical
reactions and conventional electrochemical routes are threefold [111]: (i) restric-
tion to single-electron transfer routes; (ii) control of the environment in which
the radical ion is generated, and (iii) preferential adsorption effects.
Concerning the first point, it should be mentioned that two-electron oxidation

occurs with organic substrates in the conventional electrochemical routes when
an intermediate generated in the primary electrochemical step is itself oxidized
more easily than its parent substrate. At a given electrode potential the interme-
diate is thus further oxidized as fast as it is formed. In the case of excited parti-
cles, however, only one hole is transferred to the organic substrate because it may
take a rather long time before the same particle absorbs another photon (see Sec-
tion 9.2.6). Thus oxidizable intermediates can accumulate or react by alternative
routes. One example investigated by Fox and her group, is the oxidation of cy-
clohexene dicarboxylate [121, 122]. The conventional electrochemical oxidation
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Figure 11.30 Reaction scheme for the oxidation of cyclohexene dicarboxylate (after [122]).

leads to 1,4-cyclohexadiene as shown by the upper path of the reaction scheme in
Figure 11.30.
In the case of irradiated semiconductor suspensions, the monoacid is formed

in a one-hole transfer reaction as given by the lower path in the reaction scheme.
This reaction is of great interest because the monoacid described here is difficult
to synthesize by ordinary chemical methods. Many other reactions have been in-
vestigated [121].

11.3
Etching of Semiconductors

Etching of semiconductors, in the dark and under illumination, plays an impor-
tant role in device fabrication. Since Si and GaAs are mostly used in devices, re-
search about etching processes concentrates on thesematerials. One must distin-
guish between purely chemical and electrochemical etching. In the case of chem-
ical etching, the semiconductor material is usually oxidized as, for example, Si by
HNO3 and the resulting SiO2 is dissolved by HF. The electrochemical etching is
characterized by hole transfer. Taking GaAs as an example, the dissolution at low
pH can be described by [123]:

GaAs + 3H2O + 6h+ → Ga3+ +H3AsO3 + 3H+ (11.39)

When etching is carried out at open-circuit potentials, these holes must be
supplied by an oxidizing agent of a fairly positive standard potential such as
Ce4+ [124]. We have then

6Ce4+ → 6Ce3+ + 6h+ (11.40)

Since this process occurs via the valence band it works for a p-type electrode as
well as for an n-type material. This is an etching process which occurs at metal
electrodes in the same way.
Photoetching is of special interest, because the semiconducting material can

be locally etched away by focussing a light beam on a certain spot (or by using
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Figure 11.31 Model for photoetching at open-circuit potential (after [125]).

a laser beam). To achieve enhanced etching under illumination at open-circuit
potentials, it is necessary to involve both majority and minority carriers, in the
dissolution mechanism. The principle of photoetching is illustrated for an n-type
semiconductor in Figure 11.31. During light excitation, the anodic decomposi-
tion occurs via hole consumption (valence band process), whereas electrons are
transferred to the Ox form of a corresponding redox system (conduction band
process). This principle can be applied to n- as well as to p-type semiconductors.
In the case of a p-type electrode, the anodic dissolution can occur in the dark, but
the electron transfer reaction requires light excitation. With n-type, the reduc-
tion of the redox system occurs in the dark, but holes have to be excited for the
dissolution process. Accordingly, corresponding anodic and cathodic partial cur-
rents are required under open-circuit conditions. Suitable redox couples ought
to be those where the standard potential occurs somewhat below the conduction
band. Investigations with redox couples such as Eu2+ ∕3+, V2 + ∕3+ or Cr2 + ∕3+ have
shown, however, that no etching takes place at GaAs [124]. This result is due to
extremely small exchange currents at the open-circuit potential. In particular, the
small rate of electron transfer from the conduction band to the redox system is
responsible for this effect.
Interestingly, some rather complex redox systems are muchmore effective with

respect to photoetching. A typical example for GaAs is H2O2. Here, the reduc-
tion current in the presence of H2O2 occurs at a very high rate at n-type as well at
p-type GaAs electrodes; the overvoltages for this reduction process are surpris-
ingly low. Gerischer has suggested that these rates can be possible for reactions
via surface states, if the charge transfer from one of the bands into the surface
state is rate limiting [126]. However, this would require an even faster rate for the
transfer from the surface state to the redox system for which the same maximum
rate should be valid. Accordingly, this cannot really explain the unusually high
rates. Interestingly, a high rate has also been found for the reduction of H2O2 at
n-GaAs [127]. In this case, surface radicals are formed by pure chemical etching
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according to the reaction

HO−∙OH
−Ga∙∙As− +H2O2 → −Ga+∙As−| | | | (11.41)

Accordingly, a surface state (surface radical) is formed which acts as an effective
electron trap, that is,

HO−∙OH ∙OH
−Ga+∙As− + e− → −Ga∙∙As−OH−| | | | (11.42)

The ∙OH radical is further reduced by hole injection into the valence band:

∙OH → OH− + p+ (11.43)

This is actually a detailed description of the current-doubling process found for
the reductionofH2O2 as alreadydiscussed in Section 7.6. Since the electron trans-
fer from the conduction band into the surface state (Eq. (11.42)) can be rather fast
and the corresponding rate may be determined by the thermal velocity of elec-
trons toward the surface, it has to be assumed that the initial chemical etching
reaction (Eq. (11.41)) is even faster.
According to this reaction mechanism, the surface radical obviously plays a key

role in the etching process [125]. Other redox systems, such as Br2 and BrO2−
3 ,

behave similarly. Kelly and co-workers have studied the corresponding reaction
mechanisms in detail. They proposed a unified model which they applied for all
three redox systems [127, 128].
Finally, it should be mentioned that this technique can also be applied for

etching small and deep grooves into n-type semiconductors as illustrated in Fig-
ure 11.32. The focussed light beam produces electron–hole pairs at the bottom of
the growing groove where the holes are consumed for the anodic decomposition
of the semiconductor. The electrons, available everywhere in the n-type material,
can be transferred anywhere, that is, also at the top of the groove. Accordingly,
there is no diffusion limitation for the redox ions within the groove [129, 130].

11.4
Light-InducedMetal Deposition

Selective metal deposition is of interest in several applications such as the for-
mation of conduction patterns for integrated circuits and semiconductor devices.
Instead of depositing a complete metal film and producing the pattern by selec-
tive etching, there is the interesting goal of forming the pattern directly by pho-
todeposition. The basic concept of the procedure was already developed 25 years
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Figure 11.32 Mechanism of charge migra-
tion in a photoetching structure. On the left,
migration of majority carriers (electrons) oc-
curs from the bottom to the less intensely
illuminated side walls. There, they are used in
reduction of an oxidizing agent in solution or

recombination with an injected hole. On the
right, minority holes generated or injected at
the walls migrate toward the base through
the two-dimensional majority carrier depleted
space charge field (after [130]).

Figure 11.33 (a) Current–potential curve (theoretical) of an illuminated TiO2 electrode in the
presence of metal ions in the electrolyte. (b) Energy model for metal deposition (after [135]).

ago [116, 131, 132], but the results were not sufficiently reproducible. The sit-
uation has recently improved because of a better understanding of the primary
reaction steps. The principles of the photodeposition are as follows.
When an n-type semiconductor which is in contact with a metal ion contain-

ing electrolyte is illuminated, then two equal partial currents occur under open-
circuit conditions (Figure 11.33a). The anodic current is due to O2 formation
whereas the cathodic partial current corresponds to the reduction of the metal
ions such as Cu2+. Since the holes cannot diffuse very far, most of them are col-
lected by a hole scavanger or by H2O at the illuminated interface. Concerning the
electrons, they are everywhere in an n-type semiconductor, in the dark and illu-
minated sites (Figure 11.33b). Accordingly, a selective Cu deposition should not
be possible.
Experimentally, however, selective metal deposition has been observed, for ex-

ample at CdS at illuminated surfaces [133] and at TiO2 at the dark sites [134].
In the case of CdS, this phenomenon was interpreted as a downward shift of the
energy bands at the illuminated surface which is more favorable to an electron
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transfer there [133]. The result obtained with TiO2 has been explained by strong
internal and external recombination [134, 135]. Since TiO2 is more suitable for
application, much effort has been devoted to influencing the surface sites where
deposition occurs. Many attempts have been made in applying different surface
treatments or using other hole acceptors in the solution. For instance, the result
described earlier, was only obtained with very well polished and etched TiO2 sur-
faces, whereas with rough surfaces Cu deposition was found everywhere on the
crystal. A real improvement was finally obtained by using another hole acceptor,
such as methanol or formic acid. In this case, the metal deposition was found al-
most entirely on the illuminated side, and the deposition rate was considerably
enhanced. This result was explained as follows.
In solutions without Cu2+, the anodic photocurrent is increased upon addition

of CH3OH due to the current-doubling effect (see Section 7.6), that is,

CH3OH + h+ → ∙CH2OH +H+ (11.44)

∙CH2OH → H2CO +H+ + e− (11.45)

According to this reaction scheme, only one hole created by light excitation is re-
quired for the first reaction step. In the second step, an electron is injected from
the radical into the conduction band, which proceeds without any light excita-
tion. Upon the addition of Cu2+ ions, the current-doubling effect disappears. Ac-
cordingly, the second reaction (Eq. (11.45) does not take place anymore. It has
been concluded from this result that the radicalmust be capable of reducingCu2+,
that is,

2∙CH2OH + Cu2+ → H2CO + 2H+ + Cu0 (11.46)

Since the radicals are formed by hole transfer only at the illuminated sites, Cu0
must also be deposited there [135].
Another way of getting metal deposition only at the illuminated sites is the use

of very highly ohmic TiO2 material where the initial electron density is extremely
low. The only reasonable electron density is then produced by light excitation. In
this case, both electrons and holes exist only at the illuminated areas so that the
reduction of Cu2+ can also only occur at these sites. This requires, however, a very
careful production of the TiO2layer.
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Appendices

A.1
List of Major Symbols

A Electrode area (cm2)
AR Richardson constant (A cm−2)
a Activity coefficient
CH Differential Helmholtz capacity (F cm−2)
Csc Differential space charge capacity (F cm−2)
cj Concentration of species j in solution (Mcm−3)
Dj Diffusion constant of species j in the solid or in the electrolyte

(cm2 s−1)
 Electric displacement (C cm−2)
Dredox Density of states of a redox system (cm−3)
dsc Thickness of space charge region (cm−1)
E Electron energy (eV)
E0 Standard electron energy of a redox system (eV)
Eg Bandgap energy (eV)
EA Energy of electron acceptors in semiconductor (eV)
ED Energy of electron donors in semiconductor (eV)
Ec Energy of the lower edge of the conduction band (eV)
Ev Energy of the upper edge of the valence band (eV)
EF Fermi level energy (eV)
Et Electron energy in surface states (eV)
Efb Flatband energy (eV)
E∗(M∕M∗) Electron energy of a redox system in its excited state (eV)
 Electric field strength (V cm−1)
e Elementary charge (A s)
F Faraday constant (C)
f Fermi distribution
G Gibbs free energy (eV)
ΔG Gibbs free energy change in a chemical process (kJ, eV)
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ΔG0 Standard Gibbs free energy change in a chemical process (kJ, eV)
ΔG# Standard Gibbs free energy of activation (kJ/mol, eV)
ΔH Enthalpy change in a chemical process (kJ, eV)
h Planck constant (J s)
j Current density (A cm−2)
j+c Anodic current density via the conduction band

of a semiconductor (A cm−2)
j−c Cathodic current density via the conduction band (A cm−2)
j+v Anodic current density via the valence band (A cm−2)
j−v Cathodic current density via the valence band (A cm−2)
jrec Recombination current within the semiconductor (A cm−2)
jlim Diffusion limiting current (A cm−2)
jF Faraday current density (A cm−2)
jph Photocurrent density (A cm−2)
j0 Exchange current density (A cm−2)
K Equilibrium constant (depends on order)
kT Thermal energy (eV)
kij Rate constant (depends on order)
k Boltzmann constant (J K−1)
LD Thickness of Debye layer (cm)
Ln Diffusion length of electrons in a semiconductor (cm)
Lp Diffusion length of holes in a semiconductor (cm)
me Free electron mass (kg)
m∗

e Effective electron mass (kg)
m∗

h Effective hole mass (kg)
Nc Density of states at the lower edge of the conduction band (cm−3)
Nv Density of states at the upper edge of the valence band (cm−3)
ND Density of donor states in the semiconductor (cm−3)
NA Density of acceptor states (cm−3)
N t Density of surface states (cm−2)
n0; ns Electron density in the bulk and at the surface

of a semiconductor (cm−3)
ni Intrinsic electron density (cm−3)
n Ideality factor
p0; ps Hole density in the bulk and at the surface

of a semiconductor (cm−3)
Qsc Space charge below the semiconductor surface (A s cm−2)
R (a) Gas constant (Jmol−1 K−1); (b) Resistance (Ω)
Rct Charge transfer resistance (Ω)
Rs Series resistance (Ω)
Rth Thermionic resistance (Ω)
ΔS Entropy change in a chemical process (kJK−1)
ΔS0 Standard entropy change in a chemical reaction (kJ K−1)
s Surface recombination velocity (cm s−1)
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T Absolute temperature
t Time
U Applied voltage (V)
UE Electrode potential (V)
Ufb Flatband potential (V)
U0

redox Standard redox potential (V)
U1∕2 Half-wave potential (V)
Z Impedance (Ω)
Z′ Real part of impedance (Ω)
Z′′ Imaginary part of impedance (Ω)
ZF Impedance of Faradaic process (Ω)
Zw Warburg impedance (Ω)

Greek Symbols

α (1) Absorption coefficient (cm−1); (2) Transfer coefficient
δN Nernst diffusion layer thickness (cm)
ε Dielectric constant
ε0 Permittivity of free space (F cm−1)
η Overpotential (V)
λ (1) Wavelength (nm); (2) Reorganization energy (eV)
Λ f Equivalent ionic conductivity (cm2 Ω−1 eq−1)
μ Mobility of ions (cm2 V−1 s−1)
μn Mobility of electrons in a semiconductor (cm2 V−1 s−1)
μp Mobility of holes in a semiconductor (cm2 V−1 s−1)
μ̄e,redox Electrochemical potential of electrons in a redox system (eV)
ρ Resistivity (Ω cm)
σ Conductivity (Ω−1 cm−1)
φ (1) Electrostatic potential (V), (2) yield.
φb Barrier height (V)
Δφsc Potential across the space charge layer (V)
ΔφH Potential across the Helmholtz layer (V)
χ Electron affinity (eV)
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A.2
Physical Constants

Elementary charge e (1.6 × 10−9 A s)
Electron volt eV (1 eV = 1.6 × 10−19 VA s)
Faraday constant F (1 F = 9.65 × 104 A s∕equiv)
Planck constant h (6.63 × 19−34 J s)
Boltzmann constant k (1.38 × 10−23 J K−1)
Avogadro constant Navo (6.02 × 1023 mol−1)
Gas constant R (8.31 Jmol−1 K−1)
Permittivity in vacuum ε0 (8.85 × 10−14 F cm−1)
Wavelength of 1 eV quantum λ (1.24 μm)

A.3
Lattice Parameters of Semiconductors

C diamond
Si diamond
Ge diamond
SiC wurtzite; zincblende
GaP zincblende
GaAs zincblende
InP zincblende
ZnO rocksalt
ZnS zincblende; wurtzite
CdS zincblende; wurtzite
CdSe wurtzite
TiO2 rutile; anatase
SnS2 layered dichalcogenide
MoS2 layered dichalcogenide
WSe2 layered dichalcogenide
FeS2 pyrite
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A.4
Properties of Important Semiconductorsa

Bandgap (eV) Mobility (cm2 V−1 s−1) Effectivemass (m∗∕m0)
Electrons Holes Electrons Holes

C 5.47 (i) 1800 1200 0.2 0.25
Si 1.12 (i) 1500 450 0.98 0.16
Ge 0.66 (i) 3900 1900 1.64 0.04
SiC 3.0–3.2 (i) 400 50 0.6 1.0
GaP 2.26 (i) 110 75 0.82 0.62
GaAs 1.42 (d) 8500 400 0.067 0.082
InP 1.35 (d) 4600 150 0.077 0.64
ZnS 3.68 (d) 165 5 0.4
ZnO 3,35 (d) 200 180 0.27
CdS 2.42 (d) 340 50 0.21 0.8
CdSe 1.7 (d) 800 0.13 0.45
TiO2 3.1 (i) 100
SnS2 2.2 (d)
MoS2 1.23b) (i) ≈ 200 (parallel to
WSe2 1.2b) (i) ≈ 100 basal plane)
FeS2 0.95b) (d) ≈ 100

a) Most data are taken from Sze, S.M. (1981) Physics of Semiconductor Devices,
2nd edn, John Wiley & Sons, New York.

b) Taken from Jägermann, W. and Tributsch, H. (1988) Progr. Surf. Sci., 29, 1.

A.5
Effective Density of States and Intrinsic Carrier Densities

MaterialEg Density of states
in conduction band

Density of states
in valence band

Carrier density
intrinsic

(eV) (cm−3) (cm−3) (cm−3)

Ge 0.66 1.04 × 1019 6 × 1018 1.5 × 1013

Si 1.12 2.8 × 1019 1.04 × 1019 3.2 × 1010

InP 1.35 5.8 × 1017 1.4 × 1019 5.4 × 106

GaAs 1.42 4.7 × 1017 7.0 × 1018 8.4 × 105

GaP 2.26 2.0 × 1019 1.25 × 1019 3.7 × 10−1

CdS 2.42 2.6 × 1018 1.9 × 1019 6.7 × 10−3

SiC 3.1 1.25 × 1019 2.7 × 1019 2.2 × 10−8

ZnO 3.35 2.6 × 1018 ≈ 2 × 10−11

ZnS 3.68 6.8 × 1018 ≈ 8 × 10−14

C 5.47 2.4 × 1018 3.3 × 1018 2.4 × 10−29
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A.6
Major Redox Systems and Corresponding Standard Potentials

A.6.1
Aqueous Solutions

Reaction Potential (V)

Cr2O2−
7 + 14H+ + 6e− ⇔ 2Cr3+ + 7H2O −1.33

S + 2e− ⇔ S2− −0.51
Eu3+ + e− ⇔ Eu2+ −0.44
Cr3+ + e− ⇔ Cr2+ −0.43
V3+ + e− ⇔ V2+ −0.27
Cu2+ + e− ⇔ Cu1+(in 6M HCl) 0.16
[Fe(CN)6]3− + e− ⇔ [Fe(CN)6]4− 0.36
I−3 + 2e− ⇔ 3I− 0.54
p-benzoquinone + 2H+ + 2e− ⇔ hydroquinone 0.70
Fe3+ + e− ⇔ Fe2+ 0.77
[Fe(phen)3]3+ + e− ⇔ [Fe(phen)3]2+ 1.06
Br2 + 2e− ⇔ 2Br− 1.07
Ru(bipy)3+3 + e− ⇔ Ru(bipy)2+3 1.24
Cl2 + 2e− ⇔ 2Cl− 1.36
Ce4+ + e− ⇔ Ce3+ 1.44
H2O2 + 2e− ⇔ 2OH− 1.78
S2O2−

8 + 2e− ⇔ 2SO2
4 2.01

A.6.2
In Acetonitrile (vs Ag/AgCl)

Reaction Potential (V)

Cobaltocene: Co(Cp)1+2 + e− ⇔ Co(Cp)2 −1.3
Methylviologene:MV2+ + e− ⇔ MV1+ −1.21
Dimethylferrocene: DMFe(Cp)1+2 + e− ⇔ DMFe(Cp)2 −0.1
Ferrocene: Fe(Cp)1+2 + e− ⇔ Fe(Cp)2 0.03
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A.7
Potentials of Reference Electrodes

Reference electrode Potential vs NHE (V)

Hg/Hg2SO4, K2SO4 (saturated) +0.64
Hg/Hg2Cl2, KCl (0.1M) +0.33
Hg/Hg2Cl2, KCl (1M), NCE +0.28
Hg/Hg2Cl2, KCl (saturated), SCE +0.24
Ag/AgCl, KCl (saturated) +0.20
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